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PREFACE

The Institute for Telecommunication Sciences (ITS) in Boulder, CO, (a

laboratory that is part of the National Telecommunications and Information

Administration, U.S. Department of Commerce) has performed the study reported

here with funding support provided by the U.S. Army Electronic Proving Ground

(USAEPG), Fort Huachuca, AZ. This support was provided under two Military

Interdepartmental Purchase Requests--TO 46-85 and TO 47-85. Administrative and

t.chnica. guidance to this study was provided by Mr. John Shaver of USAEPG.

Tne views, opinions, and findings contained in this report are those of

th aithor only and should not be construed as an official position, policy, or

_O-;ion of the !J.S. Department of the Army, the U.S. Department of Commerce,

i-; -ther agency unless so designated by other official documentation.

au t hor is particularly indebted to Mr. N. B. Seitz and

"nfield of the Institute. Mr. Seitz, as the leader of a group

i user-oriented performance standards for data communications,

.:._ny of the original concepts applied in this study. Mr. Linfield

-- ,, preparing a major portion of Section 4. Together, these

. .s n eveloping the initial outline for the study and provided

.. ri.n, tech'nical assistance throughout the study period.

-For

NTIS CA&!
TAB

0" J,- t In It¢'

COP

I

iii

' -- . , -- " ""
"  

"* 
" ~ " - '. p , "- -

P~ %PJ % % % .



-.9.
9.

-9.

* p9.

9.

.9...

.2.

~. *J
w*. .P

9..

S..,'

S.
-S

S.
-S

1~

p.

-S

S.
F.. ~

S

'p
I,

9.'

F,

9..

- J..
F.,

9..
St

.p.
S..f.

£

et

#5



CONTENTS

Page

LIST OF FIGURES ............ .............................. vi

LIST OF TABLES ............... ............................. x

ABSTRACT ........................................ 1

1. INTRODUCTION .................................... .. 1

1.1 SLF Development Program and ITS Project Goals ..... ......... 2

1.2 ITS Approach .............. .......................... 4

1.3 Report Organization...... . . . ............... 6

2.R RrEW OF EXISTING TEST/MEASUREMENT CAPABILITIES ...... ....... 7

2.1 Capabilities Developed Outside of USAEPG ...... ............ 7

2.1.1 Tactical Electronic Warfare Simulator ..... ......... 7

2.1.2 Central Target Simulator ..... ................ ... 10
2. 1.3 Radio Frequency Energy Coupling (Near-Field) ...... . 11

2.2 USAFPG Capabilities ...................... 12

2.2.1 Bench Testing Capabilities ............... 12

2.22 Field Testing Capability ........... .... .... 16

2.2.3 Computer Simulation Capabilities .... ............ ... 20

. STESS LOADING FACILITY TEST CONCEPT ........ ................ 29

. STRUCTIJRED APPROACH TO PERFORMANCE DESCRIPTION ........... 35

-. 1 System Interface Definition ...... .................. . 37

.2 Function Definition ........ ...................... 39

4.3 Performance Outcome Definition ........ ................. 43

. Parameter Selection ........ ...................... ... 46

4.4.1 Primary Parameters ...... ................... .... 46

4.4.2 Secondary Parameters ...... .................. ... 50
5. PERFOR1ANCE DESCRIPTIONS FOR TYPICAL EWI SYSTEMS. .......... 53

1 System Descriptions.................... 54

5.'.1 The AN/MSQ-103 Special-Purpose Receiver Set

(TEAMPACK ESM) ........... ..................... 54

1..3 The Advanced QUICK LOOK System ... ............. ... 57

.)f.efinitions of MOFPs .......... .............. ... .. 65

F' 'AWMEASJREMENT APPROACH . ................. 88

.*' T ,* D ign . ......... .......................... ... 90

. -t 2olIe-ction ......... ........................ . 98

v

"U...' '



%r w .w'v. W~TT

CONTENTS (con.)

Page

6.3 Data Reduction .. ............. . .. .. .. . . 1

6. Data Analysis. .. ...... . . .. .. .. .. .. ... . . . 127

77. MEASUREMENT METHODS FOR TYPICAL ELECTRONIC SURVEILLANCE SYSTEMS .. . 132

7.1 Outline for a Detailed Test Plan . .. . . . .. .. .. .. .. 133

7.2 Test Mode Interrelationships ................... 133

8 . CONCLUSIONS AND RECOMMENDATIONS. .................... 137

9. REFERENCES ................................ 142

APPENDIX A: DEFINITIONS OF TERMS AND ACRONYMS. ............. 4

APPENDIX B: SUMMARY--STRUCTURED APPROACH APPLIED TO THE DEVELOPMENT
OF PERFORMANCE PARAMETERS FOR DIGITAL COMMUNICATION

SYSTEMS ............................. 149

AP PENDIX C: EXPANDED OUTLINE OF A DETAILED TEST PLAN FOR
%:(TYPE/PHASE) TEST OF (NOMENCLATURE OF TEST ITEM)........159

e. e* I)t e"m -b
~., *.p



LIST OF FIGURES

Page

Figure 1. Simplified block diagram of the Stress Loading Facility
(SLF) concept ........... ....................... 3

Figure 2. ITS approach to development of performance parameters . . 5

Figure 3. Functional block diagram for Tactical Electronic Warfare
Environment Simulator (TEWES) .... ................... 9

Figur'e 4. The EMETF Automatic Data Collection System (a "bench
test" capability) (USAEPG, 1987) ..... .............. ... 13

P'igure 7. A typical test setup for the EMETF Digital Scoring System
(a "bench test" capability) (USAEPG, 1987) .... ......... 15

1D.- Illustrations of typical data measured in the EMETF
Spectrum Signature Facility (a "bench test" capability)
,USAEPG, 19S7) ....................... 17

- ;re Tne Weapcn System Electromagnetic Environment Simulator
(WSEES), a major component of the EMETF Radar Weapon
Systems Meas irement Facility (a "bench test" capability)

.. . .EP3 1987) . . . . . . . . . . . . . . . . . . . . . . . 18(uSAnP,197.....................................1

iure i. The EMETF Field Facility near Gila Bend, Arizona
'USAEPG, 1987) ....................... 19

'n. Te EMETF Network Traffic Analysis Model
(OUSAEPG, 1987) ........ ....................... ... 21

... The E7.%' Performance Analysis of Communications-Electronics
Systems (PACES) Model (USAEPG, 1987) .... ............ ... 23

FiEre 11. The EM.ETF Intelligence and Electronic Warfare (IEW) Model
(T.SAEPG, 1987) ........ ....................... .... 25

* -r '2. The EMETF dedicated computer for computer simulation

analyses (USAEPG, 1987) ...... .................. ... 28

13. An illustration of the potential role of SLF testing in
the context of other possible testing modes for U.S. Army
7-E systems and/or equipment ........ ................ 30

,f'ntioni !;LF test concept and capability ... ....... 31

f-. . ,;,.; t.I,, , the parameter development process. . . . 38

: .f'3t,?rr interC-i' n for an electronic surveillance
.;.h .. . . . . . . . . . . . . . . . . . . . . . . . . 40

vii

% %



LIST OF FIGURES (con.)
Page

Figure 17. Illustration of the function concept as a "machine" that
converts arguments with domain x (inputs) into values
with range y (outputs) ......... ................... 42

9, Figure 18. Possible outcomes of a performance measurement trial. . . . 45

Figure 19. A model of outcome possibilities for the detection function

for an electronic surveillance system ............. .... 48

Figure 20. Definitions of parameters for the detection function for an
electronic surveillance system ..... .............. .... 49

Figure 21. Determination of availability states ............... .... 51

Figure 22. Definitions for availability and unavailability ...... ... 52

Figure 23. Functional block diagram of the AN/MSQ-103 Receiver Set,
Special Purpose (TEAMPACK Assembly) (Bunker Ramo
Corporation, 1979) ....... ..................... .... 56

Figure 24. Block diagram of the Advanced QUICK LOOK airborne subsystem
(EHADCOM, 1982) ........ ...................... ... 58

Figure 25. Block diagram of the Advanced QUICK LOOK data analysis
subsystem (ground-based) (ERADCOM, 1982) ..... .......... 61

Figure 26. Simplified functional block diagram of the AN/MSQ-103
Receiver Set, Special Purpose (TEAMPACK Assembly) showing
source/system and user/system interfaces and the (input)/
output data ...... ...... ........................ 67

7igure 27. Simplified functional block diagram of the Advanced QUICK
LOOK system showing source/system and user/system
interfaces ...... ...... ......................... 68

Figure 28. Further simplification to the functional block diagram of
the Advanced QUICK LOOK System showing source/system and

O user/system interfaces and the (input)/output data ........ 69

Figure 29. Definitions of functional outcomes and system performance
parameters for the TEAMPACK Assembly and Advanced QUICK
LOOK System for the detection function .............. 72

•S[.- * , 3 . lustration of the signal detection function and
associated input/output truth table ... ............ ... 74

Fig, re 31. Definittons of function outcomes and system performance
parameters for the TEAMPACK Assembly and Advanced QUICK

DOK ';yst.m for the signal characterization function. . . . 76

viii

0:%



£.IST OF FIGURES (con.)
Page

Figure 32. Illustration of the signal characterization function and
associated input/output truth table .. ............. 78

Figure 33. Definitions of function outcomes and system performance
parameters for the TEAMPACK Assembly and Advanced QUICK
LOOK System for the emitter identification and location
function.. ..... .. ................ ..... 82

S o 4. Illustration otf the emitter identification and location
1TL,) function and associated output data truth table. 84.

~ .~;* ereralized illustration of the system performance
me~.sremntprocess using system-independent measures of

finctional performance .. ... ................. 89

ili1ustration of the relationship between population, trial,
anc siimole .. .... ................. .... 92

"im1-le illustrations of typical source/system and user!
svste- interfaces (physical and functional boundaries). .. 99

r :2e~reor estimating detection function parameter
V-1eS . .. ........... ................ 113

-~ ~ i. t',otion function performance outcomes and equations for
:'Ioi~ir ? stimates of the parameter values.. ....... 116

.. P:'oDcedur - fDr estimating signal characterization function
.3rn.~t. .3 .u............. .......... 117

Si .ri-i--iite-izat ion function performance outcomes and
o -ntions for calculating estimates of the parameter

. . . .. . . . . . . . . . . . . . . . . 119

7. Pr)cc'lure for estimating emitter identification and
uq:tq 'nction parameter values .. .... ......... 120

3i,~'o ~ ~' teridentification and location function performance
orn.,omres anI equations for calculating estimates of the

. 123

-. ~. moperaibility state (secondary) function performance
tro! ,eluations for calculating estimates of the

* ~ .'jo r.r~f10 caV ,ulated confidence intervals
~:yo~'~ii2 n tetrue mean for a parameter. .i P 129

i x

.4/."6VP d 0 _J .e T



LIST OF FIGURES (con.)

Page

Figure B-I. The steps followed in ANS X3.102-1983 to develop
performance parameters for digital communication systems
and services (ANSI, 1983) . . ............... 150

Figure B-2. A sample-space matrix showing outcomes for the digital
communication systems/services functions used in
ANS X3.102-1983 (ANSI, 1983). . . . . ........ .. .. 153

igure B-3. A summary of the user-oriented parameters defined by
-" ANS X3.102-1983 to describe performance of digital

communication systems/services (Miles, 1984) .......... ... 155

Figure B-4. Illustration of secondary performance parameters used to
define the concepts of availability and unavailability. . . 157

LIST OF TABLES
a-.

.a7 e . General Technical Characteristics of the TEWES .. ...... 10

".'.Table 2. Primary Functions of Specific Systems . . . . . . . . . . . 44

Table 3. Data That Are Preprogrammed (P) into or Measured (M),
Calculated (C), and/or Stored (S) by the Advanced QUICK
LOOK System ........ ........................ .... 62

Table 4. Measures of Functional Performance (MOFPs) for the
AN/MSQ-103 Receiver Set (TEAMPACK Assembly) and the

.. Advanced QUICK LOOK System . . ............. 87
a.'." Table 5. Some Typical Performance Factors and Levels for Testing

Electronic Surveillance Systems ............... . 95

Table 6. Reference Events and Event Significance for the Three

Functions of an Electronic Surveillance System ....... . 101

Table 7. Symbol Conventions Used to Define Performance Parameters
* for Electronic Surveillance Systems Tested in the SLF . . . 112

-able 6. Detailed Test Plan Outline, (Type/Phase) Test of
(Nomenclature of Test Item) ...... ................ ... 134

K%W

% %



AINVESTIGATIONS OF TEST METHODOLOGY FOR THE

STRESS LOADING FACILITY

R. D. Jennings*

The U.S. Army Electronic Proving Ground (USAEPG) is planning the
-- ,velopment of a new test facility to be known as the Stress Loading

."aciliy (SLF). This facility is envisioned as an integrated and
-_temated test capability that will generate a dense electromagnetic

test environment and simultaneously monitor key performance
, ,, rs of a system being tested. This capability is expected to

-::, 3a part of the Electromagnetic Environmental Test Facility

7-. toth physile1ly and functionally. However, the SLF will be

to provide self-contained operation that will be independent

-E 'TF, if required. This report reviews current test
'.-tt.es that are relevant to the SLF, both within and outside of

. develops test methodology for the SLF. The test

,.- y development follows a structured approach in the

1 ra .m.ters that are system independent and, therefore,

t 'o desriie the performance of various systems that may
.g t,, SLF. The study then applies the structured

Stn e development of performance descriptions for two

DrcSU'veillance systems and develops the associated
i--- measurement methodology. This methodology covers test

: .7:: --tlent on, data reduction, and data analysis.

S. - '. .. i '.ted tests; electromagnetic compatibility; electromagnetic
:.lnn !ti~tv; development tests; EMC; EMV; field tests;

: r nee lysis; laboratory tests; simulation; SLF; Stress

ng Fi ity; system-independent performance parameters; test

t -t f'tIlity; test methodology

1 . INTRODUCTION

-"l " ty (SLF) under development by the U.S. Army

" : 'n un , '!SAEPG) is envisioned as an integrated test system

S-. an -,, ctromagnetic threat test environment to systems under

-. 'm'3n~ously monitoring the responses of those systems by

.'r~n. p-irameters. The SLF concept includes the use of

realisti- slices of time-ordered elpctromagnetic

,,ontrol al. espects of real-time test and SUT

.- dut ton ind inalysis of roor ed tst data.

."' : i, to th' development test ing (DT) of U.S. Army

.,~~~ ~ T.' 1'. o :*.u , m<, T n, - n m e t i on ,ie ,s, Na t, ona I.lncommnroinat io
ii :~. : '".... ':,.,, i l :, o; .. . S:,, e. r 'c,: s , mm ,- e

0'
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radio frequency (rf) intercept, direction finding (DF), and jamming systems, as

well as radio communication and radar systems. By maintaining positive control

over the test process, the SLF will provide the tester with the ability to

accurately replicate tests or portions of tests.

1.1 SLF Development Program and ITS Project Goals

As noted above, the Stress Loading Facility will provide an integrated

eSting system and facility to achieve a dense electromagnetic threat test

environment and simultaneously monitor the performance of the system under

test. Figure 1 presents a simplified block diagram of the overall SLF concept.

The Communications (COMM) Threat, Non-Communications (Non-COMM) Threat, and

nftional Systems Simulators combined with the Central Computer, Test Control

-'" t "on, Test Data Monitoring Subsystem, and appropriate Interface Unit (to the

' J omprise the SLF. USAEPG's Electromagnetic Environmental Test Facility

7YETF7 (shown with dashed lines in Figure 1) is not part of the Facility. It

--il! be important, however, to integrate the SLF and the EMETF to the maximum

.x... r.ctical. Capabilities of the EMETF, with some enhancement of current

V. it :es, will be particularly useful in preparing deploynent data and

*t ' ' har.ra-teristics of all communications-electronics (C-E) equipment for

o'lex (both static and dynamic) test scenarios.

:3M- Threat Simulator (CTS) will be used to replicate the

iD n s threat environment encountered by various SIGINT/EW systems.

- .. .. Threat Simulator (NCTS) will be used to replicate the non-

ations treat environment expected to be encountered by various

systems. Each of the simulator subsystems will have control proces-

".} apabilities to operate independently of the Central Computer whenever test

S.-:r Central Computer inoperability dictate a need. The COMM and Non-

. Simulators will include appropriate modulators and rf sources with

f those equipments. The Functional Systems Simulator will generate

". °.t "m ssages" (functional operations is a more generic term) for the

... Threat imulators to use in managing the modulators and rf

.l . nsttlut, . for Telecommunication Sciences (ITS) has accepted

1 y for ;ssisting with the development of utilization methodology

...... n > "performance testing of complex rf systems using the

./. .,,; in 1,rt' by iTS encompasses three tasks directed to develop-

• , 'noic'ogy: (1) review existing SLF-type capabilities,

6
• •A&
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(2) develop measures of functional performance (MOFPs) for two EWI (electronic

warfare and intelligence) systems selected by USAEPG, and (3) develop a

framework for general SLF utilization methodology.

The results of Tasks 1 and 2 are presented in Sections 1 through 5 of this

. Zreport. The Task 3 results include application of the functional approach to

system-independent testing and specific application of the methodology to

typical electronic surveillance systems. General application of the functional

approach includes test design, data collection, data reduction, and data

analysis. The specific application to typical electronic surveillance systems

.i.:ludes the development of a Detailed Test Plan (DTP) Outline for SLF testing

an. examination of interrelationships between bench testing, field testing, SLF

testing, and computer simulations. These topics are covered in Sections 6

anj 7 and Appendix C. Conclusions and recommendations as a result of this

sr-a are presented in Section 8.

- 1.2 ITS Approach

A structured approach that establishes uniform methods for specifying,

assessing, and comparing the performance of Army C-E systems from the point of

view of functions that each system is to perform as defined and then used to

.- ? eap performance parameters and measures of functional performance. This

"" st',-ctured performance parameter development process, illustrated in Figure 2,

4s built around the fact that a C-E system is designed and placed in service to

perform a number of explicit functions while operating in some expected

* environment. The system (in use) will perform each of its intended functions

with only one of three possible outcomes being realized from each attempted

use. The possible outcomes are (1) successful (or correct) performance,

" ) incorrect performance, or (3) nonperformance. It must be recognized,

.o;ever, that performance in the aggregate (over time) is the performance of

real interest. This aggregate performance is established or evaluated on the

*of -a sufficient number of attempts to use the system and measure the

.1Cm. -rete function performance under known and/or controlled environmental

,.'n so that performance may be described in statistical terms. A

6.hnvvv understanding of system performance is achieved by performing

• %,: u:inv various factor combinations for factors (conditions) that influence

";' t. performance, as discussed in Section 6.

'.
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In considering successful performance, one is concerned with the time

required (or speed) to perform discrete functions. An aggregation of

sLccessful performance times, then, can be used to compute statistics such as

me~r time for successful performance. When incorrect performance is realized,

'no is uoncerned with the frequency of incorrect performance. Given a suffic-

- -. eint ,umbr. of attempts with some fraction of the attempts being unsuccessful,

.- . n compute the fraction of all attempts that were unsuccessful. The

. lion) of ittempts thot were successful, which is the complement of the
, .. otn of unsuccessful attempts, then, can be computed to express accuracy.

o 

a..

f ',n:>rfor'mance is realized, one, again, is concerned with the frequency of

"C:..-: ...rmance. The complement of the fraction of all attempts that result in

.. e is reliability. Measurements from a sufficient number of

.,si in e used to compute predictions of performance outcomes, to some

: -,21 of statistio- 'onfidence, for each parameter.

0 1.3 Report Organization

, '~1 n the preceding subsection, this report responds to three tasks

3ist wisn the development of utilization methodology for conducting

.- al -:r)formance tests of complex rf systems using the SLF. Section 1 is

. nrocuction to the SLF concept and the methodology development support

. v ITS. Section 2 reviews existing test capabilities and measures of

r 4 ,sed by non-USAEPG organizations as well as those within USAEPG.

" 3 discusses the SLF test concepts as defined currently by USAEPG.

S' tr 4 outlines and discusses the structured approach that ITS has followed

it, defining system performance parameters. Section 5 describes two EWI systems

,hat J)AE ' as specified for this study, with measures of functional perform-

(1" ined for each system in accordance with the structured approach set

-h 'r Section 4 for defining performance parameters. Section 6 describes

,-n i' the approach to performance measurement that is required to

.,ffiorent performance data to allow statistical characterization of

S .some desircei level of confidence. Section 7 discusses specific

rto,, for testing electronic surveillance systems using the SLF

•, t :ting capatilities of the EMETF and examines the interrelationships

testing, bench testing, controlled field testing, and computer

tht pertain to complete development testing of Army rf intercept,

.................. ,,': ", and j'mming systems. Section 8 presents conclusions andV 6
K" WA. 4' I1hAe ....A



recommendations from the work performed. Finally, Section 9 contains

references to other material used in performing this study. Acronyms, abbre-

viations, and unique terms used in this report are defined in Appendix A.

I Appendix B is a summary of the structured approach applied to the development

of performance parameters for digital communication systems. Appendix C is an

expansion of the Detailed Test Plan Outline presented in Section 7.

2 REVIEW OF EXISTING TEST/MEASUREMENT CAPABILITIES

The SLF concept incorporates use of existing test/measurement capabilities

" the maximum extent possible. These capabilities, developed by organizations

Sther than USAEPG as well as within USAEPG, are reviewed and summarized in

:;e-ions 2.! and 2.2 respectively.

.'

% 2.1 Capabilities Developed Outside of USAEPG

The Naval Research Laboratory (NRL) developed the Tactical Electronic

.-.. a e Environment Simulator (TEWES) concept in 1976 and produced the first

:-.' cpecti1nal system in 1979; this capability is described in Section 2.1.1

c. in conjunction with development and implementation of the TEWES, the

"'L also has developed a state-of-the-art electronic warfare (EW) facility

, n s the Central Target Simulator; this capability is described in

ctton 2.1.2 below. RF energy coupling (other than "antenna-to-antenna

-cirng" techniques that are suited to far-field test conditions) using near-

":' ,.techn i'ues have been developed and are used for testing avionics systems

si' a iry Arcraft. Such techniques have a number of limitations that will

.:>-ially difficult to overcome for test situations such as those for which

U i be used. Some of these near-field, rf energy coupling techniques

• -- - l Plectronic Warfare Environment Simulator

,te aSove, nth first, operational, NRL-developed TEWES system was

Sin,. that time a variety of systems have been developed to

- ... .....irn leading to the Advanced TEWES that became opera-

P" '. At, , c'I.c, TEWES (ATEWES) currently is being developed by NRL

S"U, ' t becri part of the overall SLF test facility (NRL, 1985).

.41,;;. i :3 -,n,,',-purpose simulation system for evaluating receiving
,,,-V n,-r i I',, tn-i TEWE;S allows the definition of realistic

.5.7
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tactical situations, the generation of complex and dynamic signal environments,

and the evaluation of responses produced from EW systems under test. The TEWES

consists of (1) a Scenario Control Computer, (2) a Digital Generator Subsystem,

(3) an RF Generator Subsystem, and (4) Specialized Interfaces for the various

systems under test (that are unique to each application). A functional block

diagram for the TEWES is shown in Figure 3.

" The Control Computer contains the programs and data that are used to

simulate the environment, including platform dynamic motion for up to 256

platforms (participants) and the rf signal parameters. The single most

significant feature of the TEWES is its ability to generate a dynamic electro-

magnetic environment consisting of up to 1023 simultaneous signals with a

combined, average pulse density of 1,000,000 pulses per second (pps) and a peak

pjlse density of 4,000,000 pps.

The Digital Generator Subsystem receives instructions and data from the

Control Subsystem and translates the electromagnetic environment information

into real-time digital instructions to the RF Generator Subsystem. These

instructions include the selection of appropriate frequency, pulse width, and

required amplitude modulation along with the correct timing to simulate various

simple and complex pulse repetition intervals (PRI's). The rf subsystem

converts the digital instructions into actual rf signals and distributes the

signals based on the characteristics and configuration/orientation of the SUT.

G]eneral technical characteristics of the TEWES are given in Table 1. More

detailed, general technical characteristics are given in an NRL report

,RL, 9 .

The TEWES being developed for USAEPG will be a programable environment

generator with operator control over all simulation and hardware functions.

" T., s-enar~o simulation will be fully dynamic, providing for static or moving

...r. ils ar sensor position. The scenario will be in the format of a Time-

"rdered Event List. Signal parameters will be comprehensive and will be

"-apatie of being modified or duplicated in a flexible manner. Antenna and scan

t t...rn effe-ts will be updated on a pulse-by-pulse basis for each emitter.

-The Plrformance of the simulator will be monitored internally and recorded. A

tndar'ized data analysis package will be available to support evaluation

'nrough correlation of simulator and SUT performance data. Complete

rer'formance, design, development, and general test requirements for the system

r,- given in the System Performance Specification (NRL, 1985).

8
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. ' Table 1. General Technical Characteristics of the TEWES

SCENARIOS (Time-ordered event lists).........................L4+ Mrs

PLATFORMS (Participants) .................................. 256 Max.

ST MULTANEOUS SIGNALS....................................... 1023 Max.

P WKDENS'TY...............................1,000,000 pulses/sec avg.
4,000,000 pulses/sec peak

S-INAL PARAMETERS....................................Range/Resolution

FREQUENCY.................................500 - 18,000/0.125 MHz
AMPLTUDE.............................0 to 10 dBm(typical)/l dB

ANG LE OF ARRIVAL....................................360/0.36 deg

P3L'SE INTERVAL..........................0.050 - 32,767/0.05 U~sec
./.'GAN RATE....................................... 1 - 7,200/1 RPM

P]L OMDULATIONS................Stable PRF, PRI Stagger, Switching,
Continuous/Discrete PRI Jitter,

Continuous/Discrete Periodic Patterns,

~ Synchronizatio

PF 11!'-T!NS...................Stable Pulsed, Sequence, Switching,
Continuous/Discrete Agility,

Continuous/Discrete Patterns,
Multibeam, Chirp, CW

SLAN :'P?:S.........................Circular, Sector, Raster, Conical,
Helical, Steady, Omni, Tracking

2.1.2 Central Target Simulator

,hp 7entral Target Simulator, also developed by NRL, is a state-of-the-

art, FEW, laboratory facility that includes a three-axis flight simulator, a

centrally-located computer complex, and an rf environment simulator. Radiated

0% r f emissions representing multiple moving targets, electronic countermeasures

W, %1 and environmental phenomena are simulated and used to exercise (stress)

SSYstems9 under test. (TEWES functionally is the integration of .these items,

exo e~t thp three-axis flight simulator.)

Tne *t'3si-_ 73 facility, additionally, consists of a shielded anechoic

chamber wi~bone wall containing a large spherical matrix array of antennas

Jillne -,c~ate, the rf environment to which SUT's are subjected. This

10

til J,
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"N' shielded anechoic chamber creates a far-field, free-space propagation

environment for the radiated rf fields (operating in the 8 to 18 GHz frequency

range). The size (114 ft x 127 ft x 38 ft high or 34.75m x 38.71m x 11.58m

high) and spherical geometry of the chamber enable accurate simulation of

tactical environments. As observed from the chamber focal point, the maximum

, field is 78.75 deg by 18.75 deg in relative azimuth and elevation. The most

*' recently developed facility includes only 225 antenna elements that provide

":Dverage" over a center sector that is 8.75 deg in elevation by 18.75 deg in

'.3.:>uth plus a 1.25 deg strip over the remaining 78.75 deg in azimuth. Full

id coverage would require 800 additional antenna elements.

T-e USAEPG SLF will require a facility of this type, but with

sinstantially expanded capabilities to accommodate the COMM Threat Simulator as

w-1l as the expanded frequency range of the Non-COMM Threat Simulator. Since

th e expanded frequency coverage (for the COMM and Non-COMM Threat Simulators)

_s toward lower frequencies, appropriate facility expansion will require an

• :nr easonably larger facility unless some direct or radiated near-field coupling

T ehniues can be implemented at the lower test frequencies.

S.'.3 Radio Frequency Energy Coupling (Near-Field)

SLF testing of COMM systems will require rf energy coupling using

tohnilues other than "antenna-to-antenna coupling" that are suited to far-

test conditions. Near-field techniques have been developed and are used

Stes- -ng avionics systems on military aircraft. Such techniques have a

s.be r of limitations that will be especially difficult to overcome for test

* . 2_t"ations such as those for which the SLF will be used.

-Te near-field coupling test applications that we have examined are

*tie!ly dependent on alignment of each antenna with respect to the other and

separation between the antennas. These physical requirements are con-

7.-1i1e- through the development and use of elaborate (and expensive) test sets

" ,r nsire repeatable test conditions. Other physical factors that will be

" r.t in SLF testing, if testing is attempted using antenna-to-antenna

O~' v u, ling in the near field, include transforming the SUT performance

.,'!t' r.3 for near-field test conditions to expected system performance under

1!-" -', normial operating) conditions. Factors that are important in this

' -r >?iile signal bandwidth, phase of the signal, and phase relationships

a " 7!-',:, ,:rformance.

%
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2.2 USAEPG Capabilities

The U.S. Army Electronic Proving Ground includes a number of capabilities

for testing and measuring the performance of communications-electronics

eqaipment and systems. These capabilities include the Communications Data

%e',eiurtement Facility, the Scoring Facility, the Spectrum Signature Facility,

tne Rada Weapon Systems Measurement Facility, and the Field Facility. A

automated analysis capability complements these test/measurement

I .. s and utilizes performance data obtained during testing in these

A detailed description of these capabilities, which comprise the

-nvironmental Test Facility (EMETF), is given in a USAEPG

. . Brief descriptions of these capabilities are provided in
through .?.3 which follow.

.h ' ')

..*s3tlng <apo bilities

)'cn purposes only, in this report, the Communications Data

. .. lity, the Scoring Facility, the Spectrum Signature Facility,

' .. stems Measurement Facility are considered collectively

' " apailities, since the Statement of Work for this

-.. w'.2n~ study as*s fo)r discussion of test mode interrelation-
.tn-, bench testing, field testing, and computer

• _>t.1 easurement Facility is used to measure the

< ._ m-unia ns links subjected to selected levels of an inter-

. n'r e rf linp consists of a transmitter and receiver (for the

wa;nd -in interfering signal source. The transmitter of the

. s F l, ed in one screen room and coaxially coupled, through

i.inuatc. ml -i mixer into the receiver of the system under test

n r-' )mr. The interfering transmitter, located in a

S.. .,, 7s, co.xially -niupled, through appropriate attenuators

in'eever of the system under test. By adjustment of

,, .,,, tin to performance of the system under test can be
. " :,,;t -; ,;f he I,.. ,d anI inte~rfering signal. levels for

r" " i -; evry r , thresho d to saturation. This
,i .ppropriate s -oring for the type of system being tested

16-n of test progress, is automated to

1! i tr t in Fi ure -".
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oarameters normally measured include frequency, power levels, spectrum

onaracteristics, transmitted bandwidth, occupied bandwidth, spurioos rf

products, and modulation parameters of the system under test and the interfer-

.n: transmitter. The capability is known as the Automatic Data Collection

'.. Systen ' D3}.

Tne Scoring Facility includes capabilities to score both analog and

il .o:murication systems. The performance of analog systems, as a

: f desireJ an 4 interfering signal levels, first is determined by

rinz phonetically balanced words over the system under test, recording

in- isin- trained listeners to determine the percentage of words

.r.:.e y understood (scoring). This measure of performance is known

elliibility or articulation score (AS). Subsequent scoring tests

ir systems can b conducted using a capability known as the Voice

. - .Aaysis System (VIAS). In this system, the speech frequency

t is i'd into 14 equally contributing voice power bands. The noise- ." ienne eaco of these bands is measured relative to a known signal-

. -r o to determine a performance score known as the articulation index

-. T7 AI scores nJst be correlated with articulation scores (for that

Sbut t:-e VIAS provides a convenient and automated technique for

voice intelligibility for an analog system.

-e-formance )f digital communication systems is scored using a

'- v known as the Digital Scoring System. This system provides automatic

iesrements of the bit errors in the digital data stream. Measure-

n -clud,? -)it error rates, the total number of bits transmitted, and

-,.. ;. -h' specific types of bit errors. A typical test setup that

-y devicem and error correction circuits is illustrated in

.1it .iTital data are monitored at six points in the system so

* . , -"e w -. :ny of these six points can be processed in analyzing

", .. . c sv:,n or portions of the system.,t% . ; . .. .. " .

i', Facility is used to measure detailed techncal

:,. " t' smitters, receivers, and antennas. The measurement

'-, "' litoratoy with screen rooms and a mobile labora-

S .- fixed and mobile laboratories are -quipped to

. ..t, and specialized data meaqure-m,,t.n t nder either

.- .",: -  od it ions. Typical transmitter daita thit xin be

< -

0 ' .. ! 1 i.
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--power output --emission spectrum characteristics

--modulation characteristics --intermodulation
--modulator bandwidth --carrier frequency stability.

, Th'r :Ji reoeiver data that can be measured include:

-- vit y  --audio selectivity --spurious response
.- -..ra susceptibility --selectivity --adjacent signal

-- fals and continuous --intermodulation interference
' desensitization --dynamic--oscillator radiation.-- oscillato raangeon

- : .-i.raeristics --discriminator

- gbandwidth

:rimitter, receiver, and antenna gain measurements are illustrated in

. .... "ita obtained in the Spectrum Signature Facility are used as input

... : .f " '.:ter simulations in addition to being reported as empirical data.

,--I Sn ystem Electromagnetic Environment Simulator (WSEES),

-. gure 7, is the major component of the Radar Weapon Systems

................ . I .ty. A second capability is realized by combining the ADCS

-Scoring System with the WSEES to form a versatile, electronic,

. . --: , t~st system. Under automated or manual control, the WSEES

.. F generating a variety of rf signals that include pulse, CW,

n:it ion of pulse and doppler CW, pulse burst pattern, chirp,

" to represent a wide variety of battlefield C-E systems that

:re.quency range of 2 to 18 GHz. (Up to 32 pulse signals can be

I.;1,; -,imulated.) Control capabilities include a real-time controller

.................- i feedback loop with the system under test so as to produce a

>n-.o_.r .- .ent that responds to the electronic counter-countermeasure

* . ...... .. ... iies of the system under test.

• . -. ;Ang 7apT")ility

: as ity wms established for use in conducting electromagnetic

n- ulner controlled but operationally realistic conditions.

of a central test site located near Gila Bend,
* .. 1. n. sites (situated both north and sruth of Arizona

'.size up to 10 acres (see Figure 8). The area is

-, d from the urban centers of Phoenix and Tucson by

te. t instrumentation facilitates the deployment of

. .. .. test n, in realistic simulations of operational

%%0"i

% %



L" m

4

4

q...u

*> -

- -- 0.

Inln maodC

L'-

ui-

-~ ~33~ ~3~d u4
3AI±Wu3

0- l



'4-4
% 0~

41 00

0 '

lkN m

En .0

.- ata

~-v 4 1

p *
1~41 4

1 ci

IN En

Ci 'A

oJ

18 ~
, r'

4
-4



BUCKOEENIXI

GIL MD

RAG
A~84

A!JO

FLGSAF

>ir~. '11hu MEj Field Facility Near Gila Bend, Arizona (USAEPG, 1987).

19
%I

*i.-



O"

situations. (In cases when the system or equipment to be tested cannot be

moved from its installation site, the mobile instrumentation vans are moved to

% the system/equipment site for the tests.) The Field Facility capabilities are

used to test large-scale deployments, antenna characteristics, propagation

factors, over-sized systems/equipment, and other systems/equipment that cannot

be brought into the laboratory test locations. The Field Facility also

provides realistic conditions for acquiring and validating data in support of

romputer simulation analyses.

?.Z. Computer Simulation Capabilities

Computer simulation capabilities of the EMETF consist of a library of

comouter models that operate on a dedicated Cyber 172 computer to perform

J. ctromagnetic compatibility and vulnerability analyses of C-E systems,

. pment, and concepts in typical field tactical environments. The library of

_2"'::.ter models, listed and described briefly below, is used in various

_ cOmr:binations to perform a variety of electromagnetic system evaluations. The

- A' ibry includes:

1 . the Network Traffic Analysis Model

tae Performance Analysis of Communications-Electronics Systems
(PACES) Model

3. tne Intelligence and Electronic Warfare (IEW) Model

t e Spectrum Integration Model

.. the Pseudoterrain Model

is t r Frequency Hopping Model

7. the Simulation Model for Mobile Subscriber Equipment

tie Risk Assessment Model.

n The Nfetwork Traffic Analysis Model is a time- and event-oriented dynamic

. -t7r -- l that simulates operation of individual items of equipment and

O. : iutLrti wihin a system or network of equipment to provide network

.-'. <f anayses that are tailored to individual problems. The performance

*.. ;tirnr,3 7.ay focus on equipment, links and nodes, and the overall system. A

. of the NetworK Traffic Analysis Model is shown in Figure 9. The

,iv n-mic and event-oriented simulation that is driven by various

20
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events such as call placements, switchboard connections, and equipment failures

V' that are processed (as part of the simulation) to produce new events called

internal events. As this process continues, a history file is generated from

4nich selected data are extracted to support specific evaluation requirements.

The simulation uses traffic loading and flow between unit types and offices for

°ach tactical deployment as defined by the U.S. Army Signal Center and School.

Tctical deployments are based on information obtained from the Communications

. :~2arwh - an.d Development Command. The model uses a static tactical snapshot of

.,.... n equi pment locations as the background for the simulation and to
" '.,' 'the l'ynirmcs of the flow between items of equipment.

- A .'del is a collection of programs used to predict the EMC/EMV of

- - quipments operating in a tactical environment. The electro-

/ - -. " .vronent is represented by tactical deployment snapshots that

;-ographical locations, networks, and characteristics of the

.,-ipment being considered according to situations at particular

. , f 'ime in a force model sequence. The models and the input data used

.. .- :. , -l, deived from applied theories that are supported where

empirical data, are grouped into the following functional

-- ~~-eoyment visibility and analysis

-- prel nry data processing

- ,om, ition and selection

-- interference identification

7-obabilitv scoring

--- em effectiveness.

, n PA.ES Model is shown in Figure 10.

:......~n visibility and analysis group of programs provides a

.. ptiq " the equipment and organizations included in the

O he form and content of the data. These Programs

t, convert the analysis design specifications Into

'the PATES Model. The preliminary data processing

r :t techrica! data against the deployment require-
,. % infrmaton from existinr files, notes missing

'
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inforr-ation that is not in the file, and selects the data required as input in

accordance with the analysis design specifications.

.he link formulation and selection group of programs processes the input

data in accordance with the analysis design specifications. A statistical

sampling process is used to reduce the number of systems and equipments being

. to a practical number. This sampling process is weighted so as to

,1-, th e *systems and equipment that have the greatest relative importance in

: ..... ,h ,n;. the assigned tactical mission.

.2.orference identification group of programs calculates the

r - .: [ s thie dIesired and interfering signal power levels at the input

" e link receivers being evaluated. Transmitters that are

ii' : >r.' ters each system being evaluated are determined.

T: it: i ty scoring group of programs determines the probability of

A" *-' ,...... >° ion for analog links and the probability of bit error for

::- .... : sected for evaluation, based on desired signal power level,

"-,raumitters' power levels, receivers' characteristics, and duty

. : -.rfering transmitters. The system effectiveness group of

.. - ' tes link performance probabilities in accordance with the

specifications. The system effectiveness score then is

on the relative weight assigned to each link for success of

S. -n.e anl Electronic Warfare Model is an analytical tool (which

-- er the 7YRFR 180 or a VAX 11/780 computer) designed to evaluate

<' ... . s electronic warfare on combat operations. The

event-driven simulation of the operation of a set of sensor

. ._ opcsin force's electromagnetic environment. A block

-IC c ,. is shown in Figure 11 . Operation of the sensor

13 - ,,!an t of discrete events, either external or internal,

,- ,ime when a significant change occurs. External events are

-th'~~,~:a- ltion and result in a baseline loading for the
v-- ire g-nerated within the simulation and represent

.no eration and target operations. There are

• ..>-. n model--the emitter environment module, which

. -ti~s and network organization of the emitters in

.-'dule, which generates the tactical message that

,:.
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eih sensor reports during the simulation; and the combat module, which

.provides a dynamic capability to the simulation.

_re Spectrum Integration Model is used to calculate threshold

sLgnai-to-interference (S/I) values when empirical data are unavailable

_v.
- .u, scoring data). Input data for the model include the interference

,s u the receiver selectivity curve, and the cochannel threshold S/I value

f)r ,a-t system of interest and the frequency differences between the inter-

...... ..... n.. . e receiver tuned frequencies for the desired systems. Details of

-;-.aion process are given in the USAEPG (1987) report.

.7ulaticnr of propagation path losses between transmitters (desired

"r ing' and receivers is a central requirement in estimating EMC/EMV.

rrain Model is given to the model that performs this vital

,'... rode used for the propagation loss calculations is the Longley-

.",, revised in 1972) with modifications made by the EMETF. The

. .is one of the better models for predicting long-term

S ,,: radio transmission loss at VHF and higher frequencies over

%. ... . :: " . :n that is characterized by the use of statistical descriptors

S...'. irr-gjlarity, surface refractivity, etc. The model is based on

. --.- 73- -  propagation theory and has been verified using a large numberl ". isurements. The "heart" of the model. is the calculation of

S"referenoe attenuation relative to free-space loss as a

, . i cn a' the type of radio path, i.e., line-of-sight, diffrac-

r~ s~~.er. The median basic transmission loss, a function

.- ,omined with other parametric values that account for the

-. i rsrIs on loss due to long-term fading (time availability),

- t' v i tino (location variability), and estimating (or prediction)

...~.. .~. ..~....v -a'aiity is assumed to be approximately normally distrib-

,--.. .n.* T s'ndarl deviation for each variability (denoted as

..... ........ .errined empirically from measured data.

4. " .. *, V. e contains logic to represent, realistically,

. , . 7. v..;- >7 systems in a deployment. The three conditions. -

rn [ : ery hopping systems is important are:

S... . ..... .. ren f~-om f-equen-y-hopping systems to

Ste1A r n .fro nonhop ping systrm s to

0' e. V

,-, . ; .. ..' ,,-. .. ... ... z,.. . ,.-,%. 4 .- ' e



:". Ke eftect of interference from frequency-hopping systems to
other frequency-hopping systems.

of interference from nonhopping systems to other nonhopping systems

-on normally considered by the PACES Model. The weighted influ-

, e- m erformance scores when frequency-hopping systems are involved

r e s and/or receivers are determined by the Frequency-Hopping Model.

i.tion Model for Mobile Subscriber Equipment is an event-sequence

.-mulates mobile subscriber equipment system functions that

'.............. .-.t.sis from which to predict the EMC/EMV of mobile C-E equipments

.redictions calculated by the EIEM for nonmobile systems and

... ...... . The model includes modified algorithms for propagation loss

n-i equipment performance criteria that are tailored to mobile
....... "...................operations and functions. The analysis output data are

.evels f" detail--individual communications link scores

SicomrpI tility/vulnerability scores) and composite, system

3 es for sets of links under specific interference conditions.

Assessment M:odel is used to evaluate the effects of unintended

.is and emissions on the electromagnetic compatibility of systems

.-peratin in their intended electromagnetic environments.

... . -. .,uipmnts that are purchased by the U.S. Department of Defense

. :" operate in accordance with MIL-STD-461/462/463 with regard to

• .... -:ic~ haracteristics. Susceptibilities and emissions that fail to

...:-rmets of tnee standards may or may not affect the electromag-

. i',iy of the system/equipment when deployed in the intended

. .'I [- 7o nt. This model is used to develop a basis for a decision

S':.. /eqiipnent or to field the system/equipment without change

............ .....- . i;s s . septibilities and/or unintended emissions.
......................... nrtr simulation capabilities are operational on a

•'.o. computer that has ,been installed in a classified

" or ha-ndling and processing classified information.

. .. . . " ory 'RAM) of 514,000 60-bit words (5,141,006

. . - o tie, which equates to a little more than

• ,ers of fetch-and-retrieve cycles from RAM per

S.. - ilty is ilustratel in Figure 12.

4'.
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STRESS LOADING FACILITY (SLF) TEST CONCEPT

-' r:-;f description of the SLF is given in Section 1 with a simplified

, of the SLF concept shown in Figure 1. Additioral description and

*:>S 2,-! of the SLF test concept is given in this section, but reference

". v'lYiw limited. The purpose of this section is to show (our under-

ow existinq and newly developed testing capabilities will be

S..-< ....automated further) to achieve the SLF testing capability.

-0 e lier, the SIF is envisioned as an integrated (and

•,":-t. that will be capable of generating a dense

-- at test environment and simultaneously monitor key
.rs " tie system being tested. It is expected that this

. ",- i- , wi ' be part of the EMETF, both physically and function-

I ~ encumber this discussion of the test conce:pt to

iate between existing and new capabilities or

-the potential role of SLF testing and the benefits

':nsh s - f and other modes of testing. SLF testing offers

complete security and precise control in developing

ay h :v be highly stressed (many simultaneous but different

isa I. v' nl with the ability to monitor and record data that

..:the erfo-mance of the system being tested. Open range

3the advantage of producing test results that often

n -dd ition, sh testing sometimes is the only or

..me tests, such as antenna pattern tests. There

2 that may be needed, useful, or simply interesting,

lities will be necessary to perform these tests. The

..ing system performance would be the ability and

•..11,. h tests. We realize, however, that it may be

.- r,ciaiy unrealistic to perform all the tests that

7' .... :u~n'i, therefore, to endorse the concept of SLF

.. I comprehensive characteristics of such tests,

'c ; ' ,iroementary tests ma. be n 3essary on a

".:, f~rmtin~a~] hlock .liagram of the ,e;all StE

*.~'. if Ih Jt wil1l b" a nart

IIn

0.

%,. *..-. .... . .. . . ...... ...... . ..... .. .. .. ..

"- e* %



P-z

z

LU Z cn r

-H 0

Un

W -js

CL Co

00

z 2 -4

00

-. U W, - .- o
z- .4

0 b

w
0 41

> -4 ~

uj CL-U Co

-jp 2 ECE c

-~ 30

~~ ()

------ -----



--j--------- --- _---

VV

a g U

S.-.- -- -
I ,, . 0

.. U

andn

M C

,i Mt;

" 
'-&

-,C*e . I'



appears in Figure 14. The design concept does envision the SLF as being

* ~completely self-contained and capable of operating independently of the EMETF

if required. This same concept applies to each of the SLF subsystems. Each of

the simulator subsystems will have the capability to operate independently of

the central computer subsystem, if required (by subsystem failure or location

of the test, for example). Typical operation would be more efficient, however,

by utilizing current and projected capabilities of the EMETF to generate

integrated scenarios for complex tests that involve a simulated tactical

leployment, generate the scenario file, generate and maintain required

parameter files, etc. Specific examples of functions that the EMETF (with

current and/or expanded capabilities) will be expected to provide for SLF tests

include the following:

•--.determine simulated tactical deployments of personnel,
equipment, communications networks, and all associated electro-
magnetic emitters (COMM and Non-COMM) for both friendly and
nonfriendly forces

-- determine (automatically) realistic frequency assignments for

the deployed emitters

-- establish duty cycles for all deployed emitters

determine and assign the modulations and associated types of
traffic (voice, data, etc.) to all networks in the deployment

:- ' create, update, and maintain the emitter parameter data base for
use by the SLF central computer subsystem

- generate integrated scenarios (time-ordered events) that will
include both static and dynamic representations of the system
-under test and all other emitters (to include location changes
and motion)

-- identify and cull out emitters from the simulated tactical

deployment and the integrated scenario that realistically would
not be detected by the SUT at the applicable point in the
scenar io

refine the integrated scenario based on the culling (described
.eand download this scenario to the SLF central computer

, - subsstem

.. creat, the individual SLF subsystem scenarios from the refined
integrate-d scenario for downloading to the SLF central computer

32
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.create the scenario generation files required by the real-timeprocessing software in each subsystem simulator

- accommodate adaptive changes that would override the scenario
generation files in real time, based on SUT performance and on-
line EMETF files/processing (a future function that would be
very desireable).

The SLF central computer subsystem is envisioned to provide at least the

.D .wing fu.nctions:

-- perfDrn integrated test control and provide test status

reduce and analyze test data to satisfy both real-time
(quick-look) and post-test requirements

un-.1ate and manage the data bases that contain the pretest
-bration data and the real-time test data

* -rt the integrated scenario for the entire SLF test,

n all of the time-ordered events for the SLF subsystems

._,e... the individual simulator subsystem scenarios, from the

i-te.grated scenario, in the proper time sequence

-- cr.utc, update, and maintain the emitter parameter data base for
te SLF 'tne individual subsystem simulator emitter parameter

', be subsets of this data base)

-, update, and maintain a message file data base

-n -,7- individual subsystem simulator scenario generation
files f r downloading to the individual simulator control
pro,essors for use by the real-time processing software (these

.es would include the emitter parameters, emitter location/
. t ton req-uirements, messages, and other data necessary for the

'al-tt e processing software in the correct time sequence)

..-- r>n;, u I, etc., the SLF program.

0The *':," ,not on of the control processor in each of the simulator

; .b to s' ort the real-time processing software for the

-r. t<; p ocessor may support additional software functions,

.-ir)iin1 node, to provide a stand-alone capability
- - -. -: ., -ratin scenario files for real-time processing,

........,.......... .. - ..::..>,tatning emitter parameter files, and creating,

,nin .,-e files. As has been noted, these off-line or

:',tons may be orform-d in the SLF central rompiter

n snr)o to r ,.ra ,ton fi es necessary for the

Z*%%% P 'P
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real-time processing software to function being downloaded to the appropriate

* -subsystem control processor prior to the test.

The real-time functions and division of work in a subsystem simulator may

be understood better by creating an example, using the Non-COMM Threat

Simulator. The control processor/software tasks would include:
'S

-- reading scenario events

-- maintaining emitter and receiver locations

-- representing emitter and receiver movementsI. . -- reading emitter data

-- writing emitter data to the digital generator.

The digital generator tasks would include:

-- receiving emitter data from the computer

-- converting emitter data into pulse commands

-- rresenting dynamic changes in PRF/PRI, scan rates, and carrier
frequencies on a pulse-by-pulse basis for each emitter

-- providing these pulse commands to the rf management section.

The rf management tasks would include:

-- allocating pulse commands to available rf sources

controlling rf sources to generate the pulses

-- distributing the rf signals.
',

Smessage-generating device known as the Test Item Stimulator (TIS)

W ' current EMETF capability) will become the control processor of the Functional

0 C'yIv s Simulator. An advanced version of the TEWES (see Section 2.1.1) is

ing purchased by USAEPG and, in effect, is expected to become the Non-COMM

,- .i . .muator. The range of frequency coverage will be 500 MHz to 18 GHz.

Shreat Simulator will be a new capability. Modulation capabilities

* source capabilities for this simulator are readily available. The

in um .. ic V-equency for COMM Threat Simulator operation is not stated,

! ev' r the upper limit is 500 MHz. The coupling of rf energy from the rf

J :,n to tre SUT is a problem with substantial challenge because of the

- i n c ienths assoeiat d with the operating frequencies for typical COMM

d s .... . .. ... A ."'
% % %*'.%



"';Stems -and e, iopments, whiich translate into very large test enclosures if

i,-ral far-field coupling -of the rf energy is presumed. One consideration in

%:*i reg-ard is that the rf sources and the rf distribution function may be

.atted phys ically in the associated Mobile SUT Interface Unit(psil fo

1i eNo n-7! Threat Simulator, as well) with direct coupling of rf energy
ih ritrar antenna-to-antenna coupling of radiated energy. Of course, the

9A"units to syste~n.s under test, the central computer and test control

iX r.an the test dat, , monitoring subsystem also are new capabilities thatN.t b ,velooe1 o the SLF or adapted from existing gene-ral-purpose

STRJC'7TUJR)T AP?ROACH TO PERFORMANCE DESCRIPT10N

se~tic riesen.-i -a structured approach to the problem of selecting

::'' e -s to deciethe performance of the various systems that may

>*.Kr~t7e SLY. -he proposed approach is not theoretical or urnproven;

twinely isrod by national and international standards organiza-

3 i I :)ibie for defining performance measures and objectives.' The

i* .* ie tne step-b-y-step procedurcs required to ensure that the set

m>~aranetr'sselected to ch, aracterize a system i., complete,

* ~.o -ameter do-v-?lopmen1 stuidie s ha3ve been approached from two

* :>:tve "'-tat fP the user and that of the engineer or designer.

s of oaramtor- development are fundamentally different in the two

* ~ ' th ; pprop- 3te parameter sets differ correspo'ndingly. U~ser-

f - m i~mn~ep mtr are intended to be applied in two principal

in s ypec- i~ the performance requirements far a syste-m that is yet

* .~ 1.-t r dpsied ain- 2)' in comparing performance among systems. To
*~~~ap ' hs tlcations, the user-oriented parameters should

o edperformance effects, rather than thei" causres

s--ii an *~t d e pend , in their detai led def inition, on

11 -) at leas" two St,)dy -3-oups ol the >T1rrnational

a nsltative Committee (CCITT), an ugnof the
T- Uo n on 'IT2J. For example, .St iy 'iroup VII is

- ir~ parameters for crunatnsviai public data
V'td norcch nf, -tdy -Tou-o Y.VT I has adopted

a "I f-, the dev, Iopmnt *a ntegrate d Devce igital

K .%



....... .. system's internal lesign. Such parameters may be

3- .A. ,'- tm independent.

S7.,.:.... -r:er t-d -rformance parameters are intended to be used in the

..... .. .-. ,or 4nividu-il system components and in relating such component

.t- t i ,oi-to-end performance objectives. To be appropriate

- . . / ons, the engineering-oriented parameters should (1) be

-.., f ' i ly tailored to, the internal architecture of the

-f in identifying the causes of user-perceived perform-

. to the user-oriented performance parameters, these

pi3r-,-neters are system specific.

.; o, identified above, for use of engineering-oriented

. • , particularly. Most system specifications depend

'r? -:neering-oriented p3rameters to define required

*',i. I.. .. t' x'.titn that the system will satisfy

.n.se Pngineering- ionPe parameter specifications

............. .. .... wp. n' erform some engineering-

.- . ...... . ,.n, rstind some of the

,.,, . .. - i tnis study will be

- . . ,vstems (existing or under

" .w- n ne , time to detect and

- . . .... . .. ' ... rim-ters. However, it

.-nwinpering applications

r, "e-stics and operating

"... ,- "- tetin-interference. A

.,.......: . t at it is us 'ful in

. . * . , , ,- . / - ,'.:!v th- t-:s: of relating

" ..... v ts. A nIear definition of

3; WTI. 7 oin h proposed

•an -- .: .- ry other

.. . -,- ." . .. :- ,: i v parameters, whI h ifscribe

r i n; :r.1 so,sondary

SF' a 'e,. e P.
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~ w.K:'~ o~sribet .e frequency and duration of oulages (i.e., Vie

3 i ~ty"). Te latter parameters are termed "secondary" to

* ~ -"r i~.e oe oo tatthirvalues are derived from observed valuies for the

y ;~>~etesrather :nan from direct observations of the system. The

paramet.ers are developed in four major steps: system

-. ~ -~'.t~on, fun--ion definition, peformance outcomeanyss ad

r. he steps are illustrated in Figure 15 and described in

* ... .~ eOw. Section 4.14..' describes the proposed method

,-. ~ ~tr., ivailability) parameters.

System Interface Definition

:ing parameters to describe the performance of a

-'sInterfaces3 or boundaries. This step should,

it is inside the system from what is outside the

* n, normalI or ineddinteractions between the

.7. . rnter face def init ion is stra ightforward in many

I field radio set has clearly defined electrical

"~rach bouindary has an a3sociated "protocol," or set

. t-ractions across it. In other cases, the defini-

- ~ ' '' system" requires careful thought. For example,

- -':et swi tchi4ng syste, involves separate physical

n ., ' leve~l protocols thVit are implemented in computer

-. nd of 3 phySic2,1 access line. Experts often

i~~tswitching system" enls and "the user" begins.

-~ . ~., " -) n of systemr boundarie s is right for all perform-

i the choice depends on the focus and objectives of

5s "the system" in one study might be a subsystem

* ~ -)C a syvstem nay tbe a single entity (e.g., the

*~<in ofentities (e.g., the operator and the

whn.&ere the system (or subsyst. n) boundaries

0 . . -- .. ., - - :~7oti~' i sste'sboundari-es? Thiis depends,

t o;j- of i n tere'st. in many instance,. the

r- t .r a 2 r. Isnb C co~ t i 11 Iuseran
-r-1 3 11 S i S y t 0

*. . . .*r, '%" I " *'.'
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.. the 3sr/systen interface (sometimes called, the

... e -- .' Ser, however, may be a human operator or an

,[..........r... Wher.- 7ne enJ user is the human operator, the usor/system

def"-.e as the physical interface between the operator and the

. . . . ...... . or the operator's medium of inputing the terminal

-"" .,-.- .. ,- i' or t-:.1) Outputs may be visual displays or recorded

.:-nd .. r is an application program, the use,'systeP inter-

. fur.:tional interface between that program and the

"'.l-nce system, various interfaces are idi ated in

* . , > .... : :,..i 'ts the surveillance systems in a field test

.. ' ms ost-inel from a remote site for use in locating

. .'3C- interfare is between the human and a display

"...... -,: bt n the application progfam and the

- .... 'l system which controls the generation of signals

S,, .. ... erformance parameters are measured by recording

-.. ignals or events that occur at these inter'aces.

be -asured as the time between the event that

Dr and the subsequent "vent that turned on the

ion. .e display times indicating signal
',. i. n, anil " i )n wou1, be measured over many

V. rg-e srmple: of data (oio'(I b- obtained. These

bast> units of observation from which overall

... li be dpfineIl. Note that other interfaces can

, t,, perf, ,a nce parameters can lso bf measured.

.ion dat.a !ink performanoc can be independently

-,ccurring at the input/output interfaces. These

.... :ie- c a to time, and record tne ocurrence of

.. . .. nr or. sr )itjnli n-

•~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~, v... S - tlmt--' -emr , < epa"i

5,-.

%. . .. oo~n .~at> .'".o.ianc

• • . ","'n "', : ,i~i' fraction, or st. of functions,

. . . , .] , . . " . '." "aT ', a , ' u,'t. , t: .)l " svs'iri

- 4- ..
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" .e a -,'r definition of the term "function" as applied to

"': :n o systen rerformance. . useful starting point is the

i o!-,; 3 function is a set of ordered pairs of elements (x,y)

., . value y corresponds to each possible argument x.

* ." K• -I a'<;Ments is the domain of the function; the set of

,. rer. of the function. The sets X and Y may include all

. . the defined range and domain (thereby defining a

' yinclude only certain selected elements (thereby

. The mathematical definition of a function is

" , "hptrays the function as a machine that converts

of a function can be applied very naturally to

'Cns fD'" the pjrpose of performance description.

[ •-is ai m,hi. that performs a st of specified

* ; : ire the function arguments. The system's outputs

_i. . , a system function is a set of ordered pairs of

;1 iuts such that one and only one expected or

. to each possible input. Like mathematical

:........--....y be continuous or discrete. In general, a

r. .. s and may perform many different functions on a

- . internal state. This "multistate" aspect of

.. ,csnted by modeling tue system as a finite state

and *Ic!-rnamon' 1978).

defining system functions for performance

.arh fnction is defined by specifying one or

.ted system outputs. There is a single expected

* system must be in a particular internal state to

"T- n h iputs required to achieve it) should

I ... ,li,, eh, primary functions are sional

-e s from a background of noise and

. ... .".'iz ti -  ' ~e, mei ,siring scec f. attiutes

and identification and ..a. ion

. .I.-. : ti n flixing).

S. on ,Df bearing anglo measurements

h . . t ~ ~ ~ . * - ' .6.-. . .

-* ~ . "- A. .'. A . -"*.*.*.i atl~ 
<.
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-' ' ; sOtfF..tn set .. functions pertains to different systems. For, the

-.or ''i:lons link, three major functions have been defined by Federal

-da 3'- '33 -SA, 1985). First a path must be setup between the

m'.nTor This connecting process is known as the access function. Then
.-oe i:- '<at - m be exchanged across this oath--the transfer function.

.is b)roken so other connections can be made. This is the
f u nction. Examples for this and other specific

% "unctions that characterize the system again depends
......................... .... .e...scription objectives. Thus, there is no need to

............................ ......... tinentfunctions are required. The important

ecting functions is that the input/output events be

"-- .. proprite interfaces. Two general classes of

.. he first is when a single, unique input is

- " .-- for exa:nple, when an emitter is detected and

i :e second class is when more than one input is

c --for example, when a location is determined based

-19ns.

.rortnanae Oitcome Definition

.rmance p-irameter d-velopment is to specify, for

... •.. . ;>- f distinct, Possit'l outcomes that may be observed

. ,-r C ,'. trial o'- attempt. Three possible outcomes can

" .he funcion .s conleted within a specified

". ., and the result or outcome is wit'iin the

7 '_ ,. . The rne icn is :oonleted within the
- --. -.. .-r .. <:. <:'r: ... f-r~r' ti.c:, tat the rerulIt or out'ome is

..... 1

y' w

%. ........... .... .... ... r.tiv,-y, "w'tt. th. t.h]r,.- g,'';era'.

%°

.
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Table 2. Primary Functions of Specific Systems

Navigation/ Electronic
Communication Timing Remote Sensing Surveillance

cess Acquisition Detection

and and Signal
.r stab'ihment) Phase Lock Tracking Detection

Cycle Matching Range
.-. r. t on and and Signal

X x r)nchronization Doppler Characterization

.osition Fixing Emitter
and Target Identification

- -se) Guidance Identification and Location

-. .:.. .. s i..tnded, the user's concern is with speed. This is

system's delay in performing the function on an individual

at ',;h it can perform the function in a series of repeated

r syst, erforms incorrectly, the user's concern is with

.- r.s..ess of the output to the intended value. This is often

'-'r osf an error probability. Similarly, nonperformance outcomes

.wir a user's concern with dependability. Such outcomes may be

, robabiity of function nonperformance within the specified

"aX

', .e, thc surveillance system is used again. Emitter location is

i'tput. Obviously, if this is to be useful target information, the

.rry? In s dged on how fast and how accurately the location is

-.i , ton is incorrect, repeated trials may improve the precision

.oyr d .oeptable limits the time required to locete the

>3urde tec 11hle, a case of nonperformance, te

,,. .ntr. may not suffice. These outcomes depend on the

. .. . , ,r anne descr'iption objectives.

-. :.:. tined in term:, that are easily understood (e.g.,

""i o' ...ton rir-. i 
ity, nondptection probability).

-a . 'a , . " * - .% "• % ° " o
%,,",,.,"Z'_"'.,.' '..-:"''.".... " , "-"-'" "" """""""""'"- -""" "" " " ' "-'" " ': 'rP,,;.'L.,, .. ';,' " '' ', ", ' p' " '' '  ". "';,.¢' """'"'"'",".,. .. .£ .' r;" % .,.
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MEASURES OF
EFFICIENCY
OR SPEED

PERFORMANCE

-.. INCORRECT NNEFRACNPNPERFORMANC

MEASURES OF MEASURES OF
ACCURACY DEPENDABILITY

Figre 18. Po -siblo outcomes of a p)erformance measurement trial.
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Successful performance is achieved if it meets specified criteria for the

maximum time specified to achieve the outcome.

4.4 Parameter Selection

Parameter selection is the fourth step in the logical four-step process
for, developing performance parameters for any system. Primary parameters,

S. described in Section 4..I, are required to characterize performance under

expected (normal) operating conditions. Secondary parameters, described in

Section .4.2, define performance over the long term. We apply this four-step

process to the development of functional performance parameters for two
V specific EWI systems in Section 5. This structured approach applied to the

Sevelopment of performance parameters for digital communication systems is

defin' in Federal Standard (FS) 1033 (GSA, 1985) and American National

7>,inlird .AN3q X3.10- (AN.:, 1983) and explained in some detail in a report by

-eitz and lrutb (1983). A summary of the approach applied to digital

*.. - 2cmrn- at Ionsystems is given in Appendix B of this report.

P". nary Parameters

Tne final step in parameter development is to select and define particular

t,- describe the performance of the system relative to each specified

f nt outcome. The parameters will normally be random variables defined

7. c c;tc~n sample space (and associated performance time distribution). The

... s a4ected will, of course, depend on the system, the functions, and

........ considered. The set of selected parameters should have the

..- ,wng geriral attributes:

> n p!,teness. As a set, the selected performance parameters should
'x'".:-i, l a performance attributes of major significance to the

Y.dy :rarmeters should reliably reflect actual performance over
uji rnge of possihle values.

-f'i "rny. The sected parameters should be as few in number and
V7- y -ifined as is possible, consistent with the study object-

,.+rat ir i : bhnud he nonoverlapping--each should express a
. i , : - o rman-e. The parameters should be directly

S. Th_3K whn wi use them.

" . Th'- s)rfrmane parameter definitions should be based
.vnt a tha7t arc directly observable at the system's

r . . ;. ts should be mesurable during normal system
.""l i,:; test scenarios. The parameter definitions

I-

0 %~ e**J ~~



§30 m.utoe,.t ' emat -lly compatible with statistical estimation
* to-c '' ,' s to enable the precision of parameter estimates to be

A:s n exv> e, occ3ni.er again the performance of an electronic

.'- s~,~'  _3l,; e3is e'. The first major function of such a system is to detect

-. -:. - c- sn a background of noise and interference. A basic

2.- -_ tonic.tion and the associated outcome possibilities are

......... ....... ..-- e ::9. The finction input is either a signal, S, or no

- Do be either an indication of signal detection, D, or

" Thvs, tere are four possibilities shown in the matrix in

-,3n are as follows:

-,t and is detected within a specified maximum

The relevant parameter is the detection time,
",,,re a succession of signal detection trials is

7. i on rate.

.in*. -erence pulse (or an equipment malfunction) is
.1i, sign-i when no signal is present. The

,."... .. , ' is the false detection probability, P(DIS).

.'-en for a noise or interference pulse, or for
detected within the specified maximum

-. ..... . .. .evant param eter is the nondetection'

-- -:~ -i, n! no si :na1 letection is reported within

rv.ation period. Since no detection function

-- >,rformance parameter is necessary or

,'7'.7 -- rresonnd exactly with the intended performance,

..... ... ... - nner fornce outcome categories defined earlier.

. . nt. ind is correctly excluded in parameter

v. - ,..-,, npr§.. Outcomes 2 and 3 correspond exactly

: . . : n in st itistir s.

S.... -. , m-'i: in the sample space diagram of

..- -- I-,(f --e b defined; tut. wilth the

-. ~ ~ r5 in ~'1or te-tion theo)ry.

-..,, i,- ic n th-ory. Thp
.. .. :r . i , . . it is ,-asIe" to interpret.

/"
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FALSE DETECTION TIME
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FALSE DETECTION PROBABILITY
.5% PROBABILITY

iiiti,-ns of parameters for the detection
: i t71or an electronic surveillance system.

Or C)

%0 % v



".., -x_ eption of the need for availability measures, described below, these

.easures appear to satisfy the completeness, efficiency, and measurability
2rlteriA defined earlier. Presentation of the performance parameters in an

outcome sample space emphasizes the relationships among them and can clarify

the performance implications of system design decisions. For example, non-

dcte Dn in many systems is a function of a bias setting or detection

tnr'esnold. In general, nondetection probability can be traded for false

* ete3 on robanility by varying the threshold setting.

-*.- .2 .ccndary Parameters

PImairy parameters of the type defined above can provide a very detailed

: 3,rptior. of performance during periods of normal system operation, but they

Set the need for quantitative description of the frequency and duration

-a... • ,2;es. A separate, typically smaller, set of "secondary" parameters can

'e, to meet that need. The secondary parameters describe system

-,'i . an re from the more general, macroscopic point of view traditionally

Witn the concept of availability.

re 1 illustrates the method for developing the secondary parameters.

i,,in- :ire defined by comparing values for selected primary parameters with

- outage thresno:ds during successive performance periods. A defined

' v finction (e.g., inclusive or) maps threshold violations into

•-'-y A'vaiiability definition issues are the selected primary param-

.. outage thresholds, the performance period(s), and the availability

*f,: ....",. Thc proposed approach reflects the view that an outage Is an

" , degradation in system performance that may may not involve a

.".vt er cutoff or equipment "crash."

.- ... 2 illustrates a simple two-state availability model and the

irameters. !!nder the (common) exponential assumption, transitions

e ,1 v a l e le -a-I unavailable states are represented by the failure

"tt : rat, 4 L--or equivalently, by their reciprocals, the Mean

"','>'l 3r ean Ti e To Repair (MTTR). The availability

I- v '" 'iy be ?'culated directly from these quantities as

. • ., Th' carcn4eters ., u, MT9F, MTTR, A, and T are all

. . tv ts• pecifying any two nonreoiprocal parameters

.: -<aetoro ma-y he calculated from a single related

S: . hlity, in Tho special casp where (1) the

% Va -V- V~ V~ 6
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CRITERIA SPEED ACCURACY DEPENDABILITY

FUNCT IONS

SIGNAL
DETECTION

PARAMETER
SIGNAL VALUES
CHARACTERIZATION

___ ___ ___ _e OUTAGE
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IDENTIFICATION
and

LOCATION

AAIABILITY FUNCTIO
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Availability states T
during successive

performance periods

Figure 21. Determination of availability states.
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, .. ' ... 112s ..r' equal duration, and (2) successive outages are

i"i. or-al.. .a ,'meters may be defined to describe the dependence

... ' g" cf outage- f the exponential assumption is inappropriate.

",; .v - x.pl-, assume that the surveillance system exhibits a high false

_,n .- osaci'Lity that exceeds the user acceptability threshold due to an

-i .3 setting or some component failure. This acceptability threshold

. 4 .. Itrary, tut when exceeded, it means, to the user, that the

- .r.civ:ail ~'I f-: use; i.e., the system is in an outage state until

S, .. -. '"s ci'-, made. Of course the detection function failure is

1. .lfunctions that impact outage in a surveillance type system.

......- .:.,. '- f bea-ring measurement could preclude locating the emitters

: .- ,'. :" g t.n--th ultimate system objective. The same processes are

secondary parameters--namely interface definitions,

,n, --.f Drmance outcome, and parameter selection. The

........... ..... ' n ar.uv he defined as the probability that the system will be

•.- t at t*ie, t, during the total mission time, T. A relia-

,ooetimcs used that is the probability that a system will

--blble tnresholds throughout the total mission time (over the

... ...~or t o . The user is particularly interested in the avail-

4.t be used and may not be particularly interested in

"".. .... . .. system has failed and been repaired before. Both

. - itv depend on thresholds chosen for some or all of the

• :-At .-ts and -re not necessarily the result of total

....................- ";' )S!IPTIONS FOR TYPICAL EWI SYSTEMS

... . t ''*: st'ituctured approach to the problem of selecting sets

. . .4...-,,- performance of the various systems that may be

- seotion applies that structured approach to two

-st, a descriotion of each system is given in

" . .' 1..... 5 the structured methods described in

," . -. ... p. d to (1) define system inter-faces or

* -.-- thit .Jesribe performance that is of interest,

.te system i aterfaces, (3) specify for each

V. m .tn, m's, ani <V select and define parameters to

0.:

." % " .
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des2ribe the system performance of interest relative to each defined function

. rnd outcome.

5.1 System Descriptions

Two electronic surveillance systems have been selected for this

me' iholoiogy development study. Functionally, these systems are quite similar

':u4.n not ientical), but there is a great deal of difference in the complex-

:it',-tnese two systems. The simpler system is a ground-based system that

ies unfriendly emitters and determines the directions of arrival (true

-. , )fr signals from those emitters. The complex system consists of

I airborne subsystems, connected by wideband data links with a ground

:,' - is subsystem, that perform the same functions of unfriendly emitter

c.. ioins and determinations of lines of bearing to these emitters. It

- ::'s the additional function of using the LOB data to calculate the

"' ki: _locations of these unfriendly emitters. A description of the

Srs;stem Known as the AN/MSQ-103 Special-Purpose Receiver Set (or

'' '~' Assembly) is given in Section 5.1.1. A description of the more

S. "x system, known -s the Advanced QUICK LOOK System, is given in

K-ts n 5.1.2. These descriptions may not represent the latest system config-

3n, or details may be omitted so that the system descriptions may remain

.,:. if-. ~ However, the descriptions are adequate for this development of

.f or the SLF.

: A .- 103 Special-Purpose Receiver Set (TEAMPACK ESM)

si'ined by the Bunker Ramo Corporation (1979) for the U.S. Army Signals

,'. ,f c ,ahboratory, the AN/MSQ-103 Assembly (TEAMPACK) is a ground-based

.-i ... oued), electronic warfare support measures (ESM) intercept and

•f 3rrival (DOA) system for identifying and locating threat Non-COMM

.3 t.7, . T.e system includes a permanently mounted (on the vehicle), erectable

-ist with heads that contain two omnidirectional antennas, three

.. '.. -:11s coverinv six contiguous bands) that each include two DF

S. jr,,.in- antennas, a masthead switch (for band selection and

Scohree-wy combiner, and a shaft encoder. Three frequency synthe-

-, frt-uencv cortrol unit, a pulse train separator (PTS), a video
'.5

" an indicator-processor unit (IPU), a teleprinter, and an

tA - ' i . aro ra--moint ' in the vehicle. Separate voice
ft.

% %
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" -munation e~i:ment that includes an AN/VRC-46 radio set and a TSEC/KY-38

enryp . i. u!n it, along with the necessary power supplies for all of the

., .. J, ,uipm,,nt noted above, also are mounted in the vehicle. (An rf test

s-,- in'r in izimutni gyro survey instrument are included as part of the

ti r, is performed using the omnidirectional receivers. The

" :t ind includes:

- -:. i.tro t alarm

(.P

".;e-repetit~on frequency (PRF).

.rrival (or true bearing) measurements are accomplished using a

".-i...-.ction-finding receiving system that includes a two-antenna
* . ,*,.r r~~e ver that provides accurate but ambiguous bearing informa-

- ... ' .'~ , amplitude-lifference, direction-finding, two-channel receivers

.:iguity from the Interferometer receiver data. A functional

' f.. te system is shown in Figure 23.

system functions for the AN/MSQ-103 Special-Purpose Receiver

-- .-:...L te tion and the determination of--

-- • ",ing frequency

" : -rep titicn frequency

-- t >:ering 'or direction of arrival).

,-".,. inj-o~rlteI fin-tions that entail testing and validating signal

,..... . re us- to provide information to the user include:

-- ._" -, *ji - .: wuatr power level

............. that sinals are within the proper field of view

- - .. ne 'inn- t si~nala are within the selected frequency

,%.V hauc; IXP.J
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)1.. U_...

-- ~he capability to sort six different, validated signals that
simultaneously occur within the IF pass band and perform the
user-oriented functions for each.

20se engineering-oriented functions, of course, are essential to the

r-oriented functions noted above.

-.- .ystm choaracteristics that relate to functional performance and that will

-:'IV- 'D Measured using the capabilities of the IWS include the following:

.- e*te and scanning frequency selection capabilities

- :nv~A:a1 : receiver and receiver set sensitivities

- - zir. <vnrm ci3iib ratio n s that establish field of view (when combined

Sreceiver thresholds and signal processing capabilities of

V - ~ "?1ec-tion

0 -- ' 'ctive bandwidth of the receiving set.

T iAnred QUICK LOOK System

. n Specification (ERADCOM, 1982) defines an Advanced QUICK

a number (three maximum) of airborne, noncommunications (Non-

'~s~.,ntelligence (ELINT) systems that are connected to a ground

• .subsystem via special electronic mission aircraft (SEMA) wideband

*-- : . Tre system is supported by maintenance subsystems, for each

3te~a~nd the (ground-based) data analysis subsystem, and mission

-V.% W.

'A<: ', rne subsystem includes two Receiver Groups (to achieve 3600
S. .antizer and Controller Group, (interface to and airborne

.'.i '!.band Data Link, a Navigation Unit, Mission Test

.. ,. -. . , .. .1mntin' 3ubsystem as shown in Figure 24. Each Receiver

c f radio frequency processor units with a low-band,

!-i! roessor unit, each with an appropriate antenna

' .. ... iver Group also includes a direction-finding (DF)

f - • , D, rocessor unit, a frequency synthesizer/local

"P. , . ver power supply. Thc Quantizer and Controller

unit ,"tween each Receiver Group and the other

U.
*W . . .% ,,-, " .,. . .. %

%f- %%
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components of the airborne subsystem, the computer processor, a pilot's control

unit, and the system power supply.

The airborne subsystem is capable of both automatic and directed search

modes of operation. In the automatic mode, the subsystem tunes through the

Pfrequency bands according to a preprogrammed search routine that is determined

prior to a mission, but that may be dynamically reprogrammed by the ELINT

supervisor via the SEMA wideband data link. In the directed search mode, the

3ubvstem accepts tuning commands from the ELINT supervisor via the wideband

.. , o perform measurements at specified frequencies.

... airborne subsystem detection and hardware capabilities, employing

phase initerferometer direction-finding techniques along with software

Tr-tis~n capabilities, provide detection and identification of the following

", t' emitters' signals:

continuous wave (CW)

-- stoble pulse repetition frequency (PRF)5,1$

. itter (±2 microseconds maximum)

-- stagger, to 16 levels

nonperiodic random PRF

-- freiuency hopper

--4cswpt frequency

- !chirp

-- mhase coded

W. -- sib-pulse frequency step.

--T signal-sorting parameters are angle of arrival, frequency, time

'r.v 1, and pulse interval. Processed emitter data are sent via the

link to the data analysis subsystem. These data include emitter

' .... - , :!ilso repetition interval (PRI), pulse width, emitter location

O' itde, time of intercept, and direction of arrival for each
(.

- ! 'ire ucd interchangeably in the Development Specification

" *., ' w~, hojt c.irof! attention to the difference between these data.

59
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.sgnal, and platform self-location data (attitude and location, using an

-. appropriate, but undefined, three-dimensional coordinate system).

The data analysis subsystem includes all processing capability necessary

to perform all correlations of data received from up to three airborne sub-

systems necessary to determine locations of emitters. Appropriate operating

mode requirements for the airborne subsystem are programed by the ELINT

*:o pervisor into the data analysis subsystem in response to requests from users

'n the field for (unfriendly) emitter location information. Intercept data,

r ,;i~le via the wideband data link, are processed. Following processing of

t -se dta, appropriate messages are prepared by an ELINT operator/analyst,

pz~r~vo, by the ELINT supervisor, and forwarded to users as required. A block

-r3m of the data analysis subsystem is shown in Figure 25.

..ti analysis subsystem provides control to and receives data from up

e airborne subsystems. The data analysis process includes correlations

- i.tercepted data with stored information for known emitter types and

* . .i'rs, the calculations required to identify the type(s) and location(s) of

*7.<2er sintercepted during the mission, and processing and storage of

~.i: :',ited line-of-bearing data.

....o.ents of the data analysis subsystem include (three) wideband data

'in nerfaces, a computer system (32-bit computer) with console, three

'-- .. 2-n'-splay and control units, a video hard copy unit, two disk storage

. ' cartridre tape recorder unit, a reel-to-reel tape recorder unit

- , and a line printer. The information display and control units

.itra tive 'Keyboards with alphanumeric and graphic displays for access

, , :. and accommodation of data transfer between ELINT positions.

units also provide digital display of (emitter operating) frequency, PRF

r ?2, PW, stagger levels, jitter ranges, latitude and longitude (of the

emitter), military grid, semimajor elliptical error of probability

ioTlilence - factor, number of intercepts, time of intercept, and

, , . rj- ties.

are prerro&7rammed into the system and that are measured,

Sr o by the airborne and data analysis subsystems are

the electronic-order-of-battle (EOB) cate-

" ,,": . -/w n mit-. ctegory, and the uncorrelated I ine-of -bearing ( LOB)

:". :--., U , nsow:-, th e syste~m dqt-i :nl the source and disposition of data

V- ... .. ... -. .-.-...



0co

5494

Z C3

_j cc

-r ZZL) _ O 1- 4C Z

- 4-f

o~ 0 "cc ac

0,-
0

0

z z u

CZ)u

0 Co

0 j

41Cu

a:a

x uj 16-

z z4

0)<
*~i * . j
(X) - u c



#%.

. I ..

Table 3. Data That Are Preprogrammed (P) into or Measured (M), Calculated
(C), and/or Stored (S) by the Advanced QUICK LOOK System

EOB New Emitter LOB

D A A Category Category Category

1. Emitter :dentification (Name) P ---

.r'eiq~ency P,M MS M,S

. F tr ' P,C CS C,S

4. PW PM MS M,S

m.. Knitter Location Latitude P,C CS ---

.mitter Location Longitude PC CS ---

•'. Tir7e of ntercept (Last Confirmation) M,(S) MS M,S

Tat :Number of Intercepts MS MS ---

4. Platform (A/C) Self-Location Data* C C C,S

-Platform (A/C) Attitude (Heading)

-Platform (A/C) Location (Using Appropriate

r.e-"imensional Coordinate System)

1C. Direction of Arrival (DOA) C C C,S

. Semi-Maor Axis of EEP --- C,S

'?. Se i-Minor Axis of EEP --- C,S

SOrientation of Semi-Major Axis of EEP -- C,S ---

*Provided by the CAROUSEL IV-E Inertial Navigation Set (INS)

:nforrnation on the signal parameters and locations of target emitters that
*. cve been established prior to a mission comprise the EOB category of data.

EacYh known emitter is described with the following information: emitter

identification (name), frequency, PRF/PRI, PW, location latitude, location

, r.iude, time of last intercept confirmation, and total number of intercepts.

nf--.-on on the signal parameters and locations of target emitters that

.-izrerceoted during a mission and that are not in the EOB category

... >nw emitter category of data. Data to describe the newly inter-

,"te eni~ttes include measured frequency, calculated location latitude,

,l , e iti~n longitude, time of intercept, total number of intercepts

62
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,-.. ..nstitutPng o.e fix, the sonimajor axis of EEP, the semiminor axis of K'EP, and

"' or ntat4zn of the semimajor axis of EEP.

Finaliv, information cn the signal parameters and lines of bearing to the

r~eeted target emitters that cannot be correlated with the EOB category

- .ot.'rs or the new emitter category intercept records comprise the uncorre-

-" , te -Dr-hearlng category of data. These uncorrelated line-of-bearlng

.. . :e following: measured frequency, measured PW, calculated

of intercept, aircraft location (using an appropriate, but

'S I . .  -:, -- 'r'ensi-.l coordinate system) at the time of intercept, and

.. r-iv-il of t-> intercepted signal.

%. .: the A-:rinced QUICK LOOK System is an airborne electronic

,.* ' ,t.n wit. -i ground-based data analysis subsystem and a connect-

. - "t-' , i Li)- that is much more complex than the ground-based

, -. ,.. , v. i->:il~ar oser-oriented system functions are performed by

,s* 1 , sem. These user-oriented functions are:

ti'~o and the determination of--
* .. ;,4.-.

. -equency (or PRI)

witi respect to the system reference
--- tion or arrival, with respect to another

-or example, an aircraft's location)

°thr-: (~5) above are common to both systems, though at

* .. 4 -...... es for performing these functions are different.

S t'. "A'D Assembly determines signal DOA by applying two-

... . . ":-r:ter : n] eparate two-channel received signal amplitude
.4" -. .... (qrc, direotion ambiguity) technology, whereas the Advanced

.... - . -- t-.; * s~$ :h interferometer direction finding technology.

. - 4 :. ' the A-jvoned QUICK LOOK System, which has the

.. - .:-. 1-4-y 2-.' orfoorn t~iangulation using multiple measurements of

-.. .. . ... '., . . - 7 ,. .i ter locations.

. 1-nber of engineering-oriented functions, as yet

" .' . . ", , - ----.-- ilidatin measured signal data before they are

'
V--.. -- .t.44$J4 . , -

.44. . ~ *- 4~~4p ~.-, . ~ ~. ~.J".~,d?.R.%



iDected as confirming EQB data, new emitter data, or valid LOB data. An

-.xampie would be the function of checking some number of sets of LOB data to

'-etormine if the EEP is within an acceptable limit that then would support the

c ,n lusion that a new emitter had been identified. Similar functions of

.esting measured frequency, measured pulse width, etc., to determine that

-?esured values are within specified tolerance limits, also will be required of:::,o; vstem.

'-mnv other (engineering-oriented) system characteristics that influence

St'i : tnaI cr' formance wi'l be important to an initial determination that the

0/stem o7:n-rates properly and can be expected to provide satisfactory,

" ..;-r-p~rce ive. performance. These characteristics, that will have to be

! ms:r> usnir.r the capabilities of the IWS, include the following:

- 'Vecu n 1y rangon (for each receiver and the system)

. , acjquisition (detection) noise bandwidth

• frequency resolution

frequency 3ccuracy

- signal detection bandwidth

- r-'ection finding bandwidth

- sestiv'ity ioz, mid, and high bands)

-- . accuracy (excluding navigation errors)

4- ~v aii nge

3pur ious rejection

-,cage r Pc ic on

- s width char-ateristics
range

,,:., • resoliltion

* me i:r -men. amplitude

- r.p it 2 Iterval chara,teristi s

1~% %

Od,

- .% % " -4



a:L L~itn cover'age ,per quadrant and total)

-- ~r'%''iirement.- 'frequency, range, intensity, modulation).

%?Definitions of MOFPs

p'~~ r rrh to describing system performance from a user's

rSection ~,now is applied in the definition of

fr the, T.A.MPACK Assembly and the Advanced QUICK LOOK

* . 'ides the definition (from a user-oriented perspec-

n )1'111' interfaces, system functions, performance outcomes,

-ion of parameters that Jescribe system performance

system Interfaces, relative to each function and

* for the TEAMPACK Assembly are provided by the video

~ '-.-;n separator, the indicator-processor unit, and the

- i IiA that constitute system control are provided by the

tha dJata entry keypad and other controls of the IPU.

:;:Of system operating status and visual read-out (LED

Vi~ThS(frequency, PRF, PW, true bearing, and emitter

ndqo stored characteristics of unfriendly emitters) for

:.i:~rsis pr-ided to the user by the IPU. Primary power control

:7J vA lrs Drvi ty the user through the VDU. An audio monitor of a

'31;:;1il beinC present is provided to the user by both the VDU and

a'- I ~- ciiter characteristics (frequency and DOA data for the

-'C--. I nj pT;a2 d are provided by the PTS to the user using an LED

* .' ~~i' W Ijin~ used by the PTS also is shown using an LED

-. ~~r n'V D "~SPLAY measured data) is provided to the PTS

-- 2c~':cof the interception and true bearing data may be

~'i 'v>;~v. Thesem same data, either as individual sets or

-=Druterls mission memory, are provided in hard

loonrinter.

~t,- rns denote the interface between the systemn

* surce/ysem inte-face) . For purpos(-s of -SLV

t) The I'sourf-e/systpm icefc'"may

65
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k?

-e realized by working at the interface between the control system for SLF

transmitters and the overall testing control program (or application program)

is sbnown previously in Figure 16. A simplified, functional block diagram of

h, TEAMPACK Assembly, denoting these system interfaces and the information

"n.it is provided to the system or to the user, is shown in Figure 26. Informa-

snown (at the interfaces) in parentheses denotes information provided by

.- .. to:e system; tne remaining information is provided by the system to

. - 
', described earlier.

, 15es for tne Advanced QUICK LOOK System are denoted in the

. .. ! lc- !;agrams of the system shown in Figures 27 and 28. Figure 27

" " , . -".:fi-i loo' diagram analogous in detail to Figure 26 for the TEAMPACK

g. gure 28 incorporates further simplification, but also illustrates

Y. -stem oould be tested as several separate subsystems, namely each of

s. t ssystens A-i through A-N), associated data link subsystems

r n 1-N', an! the data analysis subsystem (DA). This methodology

O -i , ',s testing of the entire system, realizing that only one or two

•" .systes may )e ised to form "the system."

*i" : 31 , otierfaes are provided at the pilot's control indicator unit

•.. '' information display and control units. Inputs to the system

: xntrol r(dicator unit include power ON/OFF control, quadrant

'. 'ct receivers, and initialization (zeroize) of system

'. ..the system via the pilot's control indicator unit are

- . 1:%ult indications.

Sy,,' > 7 through the information display and control units

.n d 311 operational support and control for the

.. 'a.ting instructions include the definition of scan

dwell times, revisit times, target priorities, and

•1i.1 i-ior'es. Outputs from the system via the informa-

.. .): ,n". may be requested using various sort criteria such

, r' ter istics, size of the EEP major axis, and

-. . lata that are displayed, depending on the sort

Ooy, PW, PRF/PRI, stagger levels, jitter ranges,

,,emitter location (latitude and longitude),

.. .... . ..., time of each intercept, and assigned

.. ....t y be displaye are stored both in the airborne

YD-) ::•. . ..- recorq and 2000 new emitter records,

O
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-ni the dJata analysis subsystem, with capability for at least 10,000 EOB

records anj 10,000 combined new emitter and uncorrelated LOB records.

As with the TEAMPACK Assembly, the receiving antennas of the airborne

subsystem denote the interface between the system and sources of rf emissions

'source/system interface). As explained earlier, however, more convenient

. a1CCSs to the "source/system interface" may be realized by working at the

* t rfac between the control system for the SLF transmitters and the SLF

_.est ng control program or application program, shown in Figure 16). Informa-

,p. .... .... no..r at the intlrfaces), in Figure 28, in parentheses denotes

'.tion proided by the user to the system; the remaining information is

I. . , e system t- the user, as described earlier.

i.. in to follo w the structured approach to describing system

":,.tti d'ev--:.pment of measures of functional performance, user-

-- -. __ r s of toe 7.AMPACK Assembly and the Advanced QUICK LOOK System

!-..ed. The eeiric functions identified in Table 2 for electronic

i , svstems arc -rplicable. These functions are:

-- . 'caracterization

-- '-' :" identification and location

"... y tne Advanced QUICK LOOK System is able to determine emitter

. ,,t,4e TAMn AC... Assembly determines emitter identifications and by

n t.ese characteristics with stored data that include known locations

-i Ily emitters, tie locations of intercepted emitters may be inferred.)

c-ostent with the st-ctured approach to describing system performance

~. r~ aeady noted, there are specific inputs and resultant outputs for each

'. A generic set of outcomes is discussed in Section 4 and illustrated
.;' -. .. possi.ble outcomes normally distinguished are:

r.tcn"rt', Performance. The function is completed within a specified
- : ef'nrmn time and the result or outcome is within the

... rfermane. The function is completed within the
7xa×imum P-formane time, but the result or outcome in

" its intended.

•n,.m function is not completed within a specified

, 70

N %. % N. .

.h , --" " " " " . . . - rf " lr#sa .. nc --' " .- , . . .-. ".- - - .- -W- tine. % -" .% % " .'



- -s ioutcome, sei c parameters are defined thit describe

-f tre TEAMPACK Assembly and Advanced QUICK LOOK System relative to

- - -r -. and outcome.

.. , -st the signal detection function. Desired or intended

.irs wnen a signal is present and is detected within a specified

".. .n ti.-. -vidence, to a user (or test controller) of signal

. - a a1 intercept alarm such as that provided by the

-' . .'. .3ured operating frequency also is provided as an

- . .. vieo detector unit of the TEAMPACK Assembly and

' .>.., K--. ind tcr-processor unit. (Measured operating

n, st be within acceptable limits of the actual
.ter.- The relevant parameter is detection time

. . -'sso,)n of detection trials) which, then, is a

.. n efficiency (or sneed).

- . .. urs when rf noise or interference is mistaken for

no test signal is present. The parameter that

--. .. rmance is false detection probability, P(False

irc r can also be thought of as the probability of

" - .n.-ri that no signal is present expressed as P(DIS).

me;-sure of signal detection accuracy, is calculated

.he ratio of the number of incorrect ,false)

of detection attempts.

. . - - nrdi:-ted when, because of noise, interference, or

rot detected within a specified maximum detection

-i terizs nonperformance and that can he calculated

the nondetection probability, P(NonDetection). In

* .-,so . , ,-X . rametc" is the probabiiity of nondetection given
"~~~~~ x r ' :'= _ r:;t e rs se I-1 P DS. This parametpr, a

'. .. - isalculated from the test

4 -*'i rucer n q"ions to the total number of

4the -,igral

,_..n s f r siF
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I DES IRED/ INTENDED
PERFORMANCE

SIGNAL DETECTED CORRECTLY

~44 DETECTION TIME (RATE)

SIGNAL DETECTED SIGNAL
INCORRECTLY NOT DETECTED

FALSE DETECTION NONDETECTION
PROBABILITY PROBABILITY

INCORRECT
PERFORMANCE NONPERFORMANCE

. - oi functional outcomes and system performance

tr fr the TlEA V~PACK Assembly n Advanced QUICK
- v,r thie dletection function.
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user/system output for that function, as discussed above, is some detection

indication for the intercepted emitter, for example, the initial intercept

alarm or an indication of measured operating frequency as provided by the

TEAMPACK Assembly. Operating frequency also is provided as an output via the

information display and control unit for the Advanced QUICK LOOK System.

An illustration of the signal detection function with inputs and output

and a truth table that relates input states with function outcomes is shown in

F'. ure 30. Vector representations of the input states use "1 for the ON

ition and "0" for the OFF condition. Similarly, in the output, "1"

re~res .ts DETECTION INDICATED and "0" represents DETECTION NOT INDICATED.

t sate t (1,1), then, represents a trial condition in which the test signal

a I a search command has been given to the SUT. An associated output

.I ) represents intended performance and condition (0) represents

.'mar' re. Some time limit, specified by the user (or test controller) or

t ,to the system, is allowed for the detection function to be completed.

, nis time elapses without a detection indication, nonperformance is the

. state (1,0) is meaningless, since it represents a condition in

, ti-e test signal is ON but no search command is given--hence, there is no

r,,t state (C,1) represents a condition in which the test signal is

seirch- command is given. An associated output condition (0)

- I e pleA rerformance and condition ( 1) represents i ncorrect

As liscssed above, the parameter that quantifies intended performance for

,:h trial is detection time, the elapsed time between issuing the search

(. c fldj' in! receiving a detection indication. Mean or average detection time

-hi characterize a test. A succession of trials could be quantified by the

-. , r detection rate. Incorrect performance is characterized by the

: ..... detection probability, P(False Detection), which is calculated

freT, ,t esults as the ratio of the number of false detections to the total

-)t' retertion attempts. Nonperformance is characterized by the parameter

--r r bability, P(NonDetection), which is calculated from test

.... , t't ,- t rtio ? tho- number of nondetections to the total number of

,, t, atteramts. (,if course, the complement of the sum of these

a, , e a is the probability of detection.)

ir , Ir itended performance for the signal characterization function

.. *-! when, frr a detected signal, signal characteristics (carrier

73
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• 'r ,enov and determination that the signal is either CW or pulsed and, if

'.. ,i te PW and PRF/PRI) are determined within a specified maximum time and

measured values are within acceptable limits for each signal characteris-

The relevant parameter is characterization time which, then, is a useful

m-.isure of signal characterization efficiency (or speed). Intended performance

.- . als occur, logically, when the SUT is given a command to characterize a

:.7 .A t does not because there Is no test signal input.

%,, .rr t signal characterization performance occurs when, for any reason,

, ,interference, multipath, etc., the measured characteristics

.- signal are not within acceptable limits for the test signal or

, ..racteristics are indicated though, in fact, there is no test signal

T-.e parameter that characterizes this incorrect system performance is

.. .i ty of incorrect signal characterization, P(Incorrect Characteriza-

S sef. measure of signal characterization accuracy, this parameter

C 7 tt: from the test results as the ratio of number of incorrect signal

* f: tior~s to the total number of signal characterization opportunities

-" ,h.ch a signal has been detected and the SUT has been "instructed"

t-he signal characterization function.

.-' [ "..f;"mance for the signal characterization function occurs when, for

signal characteristics of a detected signal are not measured within

. maximum performance time. The parameter that characterizes

.. . ce for this function is the probability of signal noncharacter-

'."N (on-haracterization). This parameter is calculated from the test

...... s the ratio of the number of nonperformance trials, for this function,

. t taI number of performance opportunities (trials for which a signal has

.. . dtct). The parameter is a useful measure of dependability for the

-nuaa..ter ization "unction.

* ru ti n outcomes -n system performance parameters for the signal

." ' izaion function are illustrated in the sample space diagram shown in

Yo7h tne signal Tharacterization function is a little more complex than

function, the source/system inputs still are known test signals

c n;r~eterization commind" to the SUT. The user/system outputs for the
"[" .... t[ nas dis.cussed above, are the signal characteristics of carrier

-' .- cy -and determination that the signal is either CW or pulsed and, if

. t W and PREF/PRI. For the TEAMPACK Assembly, these data are provided
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DESIRED/ INTENDED
PERFORMANCE

SIGNAL CHARACTERISTICS
DETERMINED CORRECTLY

CHARACTERIZATION TIME TC

SIGNAL SIGNAL
CHARACTERISTICS CHARACTERISTICS

DETERMINED NOT DETERMINED
INCORRECTLY

PROBABILITY OF PROBABILITY OF
INCORRECT SIGNAL SIGNAL
CHARACTERIZATION NONCHARACTERIZATION

i INCORRECT

PERFORMANCE NONPERFORMANCE*
* Nonperformance occurs when no measurements are made

of signal characteristics, given a signal has been detected.

Figure 31. Definitions of function outcomes and system performance
parameters for the TEAMPACK Assembly and Advanced QUICK
LOOK System for the signal characterization function.
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.....-allr > visual o,,-uts by the pulse train separator and as calibrated

"tcts ty the indicator-processor unit. The IPU provides visual read-out of

'>"- i or the data may ie directed to the teleprinter for hard copy. The
• .' .ile J, 'eotor unit also provides audio output as a monitor of the PRF.

, .,r,+p~' signal characteristics are provided by the Advanced QUICK LOOK

- the user via the data analysis subsystem's information

. i~':l punie Information, then, may be directed to the video

-..'r inter for hard copy. (Information may also be directed to

-- reel, cr disk storage devices.)

.. n of the signal characterization function with inputs and

S trutth table that relates input states with output states is

Thl same vector representations of the input states are

. !, tection function. In the output, "1" indicates the

e provided and "0" indicates the signal character-

"ing the vector order as (FREQ,CW,PW,PRF/PRI), the

: , h, n hiacteristics for a pulsed signal have been measured,

". ., , means characteristics of a CW signal have been

,. ny of the logically possible output state vectors have

-s the vector (0,0,1,1) which would indicate that PW

. there was no measurement of frequency.

' -e parameter that quantifies intended performance,

.t"i- ion function, for each trial, is characterization

.tt i btween issuing the characterization command and

.tior of signal characterization. Mean or average

ou 1 characterize a test. Referring to the information

,_ of pcssible input and output information, intended

.;.1 t hF output information denoted by vectors (1,0,1,1)

S'1 ,0,0) (for a CW signal) is correct for the input

Y. , , or the input state (0,1) results in an output

ncr-rect performance is characterized by the parameter

S.signal characterization, P(Incorrect Characteriza-

O, ,- ro, test results as the ratio of the number of

.. . . -tons to the total number of signal characteriza-

" r. 1.. . 3. F-<.rring to the information shown in Figure 32, incorrect

* ;-. h~r1 -Y-rjaticr, oirs when the output information denoted by vectors

S,,< , . , , ,,,, incorrect given the input conditions denoted by

e77
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(INPUTS) (OUTPUTS)

SI ~ 11i(S * FREQUENCY
0IK(S -OFF SIGNAL i -INDICATED *SIGNAL TYPE

CHARACTERIZATION 0 -NOT INDICATED- - CW
CHARACTERIZATION I -0N FUNCTION -PLE

COMMAND 0-OFF - PE

% * PRF/PRI

POSSIBLE VECTORS OF INPUT INFORMATION POSSIBLE VECTORS OF OUTPUT INFORMATION

(TS, CC) (Event Order) (Frog, CW, PW, PRF/PRI) (Event Order)

(1, 1) (O. K.) (0,0,0,0) (Correct or nonperformance)
~ ,(1,0) (No Trial) (0,0,0,1r

(0,1) (0. K.) (0,0.1, 0)1
(0,0) (Nothing) MO.,0,11)1

.p%(0, 1,, 0)i (Nonsense)
(0,0,0)

(0, 1,1, 1 )J)

(1,0,0,0) (incorrect or nonperformance)
(1,0,0, 1) (Nonsense)
(11,0,10) (incorrect or nonperformance)
(10, 1, 1) (Correct or incorrect-CW)
(, 1,0,0) (Correct or incorrect- pulsed)

(11 10))l (Nonsense)

INPUT/OUTPUT TRUTH TABLE FOR SIGNAL CHARACTERIZATION FUNCTION

F UN CTIO0N
OTC OMES INTENDED INCORRECT NONPERFORMANCE

INPUT (FIINY(ACRY) (DEPENDABILITY)
S T A T E V E C T O R S _ _ _ _ _ _ _ _ _ _ _ ( E F F I C E N C Y )( A C C U A C Y )

(1, 1) (1, 0, 1, 1 )(pulsed) (1,0,111 (0,0,0,0), (1,0,0,0)
'p-(1, 1,0,O)(Cw) 0,1,0,011 (1,0,1,0)

(0,1) (0,0,0,0) (1,0,0,0)
46IS ~(1, 0,1, 0)

1,,0,0)

Figure 32. Illustration of the signal characterization function and
associated input/output truth table.
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f 'e ipu vetor ( , )or (0,1). In addition, the output vectors

,D7> nd( Q, 0 denote incorrect performance for the (0,I) input vector

sta'-r'. %Nc)rperformance is characterized by the parameter probability of signal

.....-. ira?t-rization, P (Noncharacterizat ion), whic h is calculated from test

ias 'he ratio of the number of signal noncharacterizat ions to the total

-i sgna chara,,terization opportunities. Again, referring to

* - n~ <',signal noncharioterization occurs when output information is denoted

~~'c)s-, 0 (1,0,0,0) , or ( 1,0, 1,0) given the input condition

-7 ,er identification and location function is still more complex.

-N. . :~'&n~edpeformance for this function is possible only when desired

i,occurred ':)r the detection and signal characterization func-

iriteriel performance for tnis function, then, requires the

N' V ~Iotio -)f at lpast one true bearing for an intercepted

* *. .. * K ss3ombly, the function is completed when the system

:~-:'e&r~vsignal characteristics, and line of bearing data

Ii for knw systems. Intended performance occurs when the

;,r*ont/~cIatonand data comparison are completed within a

--e inl tke measured/calculated line of bearing is within

*- .)fr the true bearing.

A,,,1 ce I 'J:(:K LCOK System, the process can extend to the

* .~ ;~sur -ent l calculation of several true bearings to calculate

I o as the intersection of these lines of bearing, wit.hin the

:3 if cceotablp F.E). As has been noted earlier, however, "successful"

-,od(, .d.Vzs in three different categories, namely

P eue nc-y , s na I c ha rater ist ic s, and loca tion for known

-- :'~."~ysigriol ,haracteristics, and 'Location for new emitters

-- . ~ 5 i,,7nol characteristiCs, aind true bearing for known or

- .. - rn~m i reW 'ed when the "expected outcome" ( identi fication
-nw mter dniiaion and location of a new emitter,

.............~irand1 true hearing for either a known or new emitter) is

nI o Peifiel maximum Derform-nce time and the measured!
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2alculated true bearing or location values are within acceptable tolerance

i t S.

The time required to measure/calculate one or more true bearings and/or

the time required for the system to compare the measured data with stored data

'this time would include the time to measure/calculate a true bearings), that

'.s, the emitter identification and location (EIL) time is a parameter that can

t-n measired/calculated as i useful measure of the efficiency (or speed) of the

svst r. in performing the FIL function.

.ncorrect emitter identification and location performance occurs when, for
4,

A."v ru"s:n such as rf noise, interference, multipath, etc., the individual

,'i , semen'~ticalculation of true bearing for an intercepted emitter is not

tin acceptable tolerance limits for the true bearing of the emitter, though

'.. : tin and signal characterization functions have seemed to be performed

ully. in situations where several true bearing measurements are used

)'i3,)s location as the intersection of these lines of bearing, incorrect

.i .... ."" ceoccurs when the calculated EEP exceeds some maximum limit (speci-

- . " fle OSn~~
~ D- or test controller) or the measured lines of bearing do not

"• ntrsect. The parameter that characterizes this incorrect performance is

-hility', of incorrect EIL or P(Incorrect EIL). As a useful measure of

-, ~' >ientification and location accuracy, this parameter is calculated from

,cst , s as the ratio of the number of incorrect measurements/calcula-

:' t) te total number of measurement opportunities during the test

,;riaLs for Wnhch the s'ignal has been detected and characterized and the SUT

n"ist"ucted" to perform the emitter identification and location

*;oonn--formance for the emitter identification and location function occurs

. ±. -n reason, emitter "identification and location" are not determined

,r :i'i maximum time when seemingly successful detection and signal

. r-~tje, isation have occurred. Depending on the SUT, this function may be

"rI . . ....' ; t ,: e or relatively complex. For example, the function may entail

. s~ro,ment of a line of bearing for a detected and characterized

_>-- r *.t'-e ccoparison of these measured data with stored data for known

o:vo~.' trs sh as is done by the TEAMPACK Assembly. Or the function may require

,:surme'nt of at least two lines of bearing, the calculation of emitter

)c-tion using triangulation techniques, and the comparison of the measured

wit- tored data for known systems to determine if the measured data

80
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e.

tr r new e such as is done by the Advanced -I L

V S -' . Te osrameter that characterizes nonperformance for the EIL function

t -?r -canility of non-E!L or P(Non-EIL). As a useful measure of system

f:P..iLitv in performing the emitter identification and location function,

4'.. a .r is calculated from the test results as the ratio of the number

S.7 r. efcrmance triils to the total number of performance opportunities

. : r which the det--tion and signal characterization functions have been

......c ssfaiv : the SUT has been "instructed" to perform the EIL

- •*M 0 c. system performance parameters for tne emitter

-.. 'o- function are illustrated in the sample space

7 o?9 for the enitter identification and location

. . .ia, ....sured signal characteristics for the

7- r t r i characterization function), and an "EIL command"

.. ,outouts for the function, as discussed above, are

' ,icneristics and a line-of-bearing measurement or a

.............. ........... ciated EEP, depending on the SUT. From a func-

". . : ._i. , -- 7"DAK Assfembly actually provides only emitter

. . -.aned QUI'Y L-CK SVstem provides both emitter

.sin dta f-om the inertial navigation systems on

"useful te iscuss these systems separately for

s:"ly co.pares the measured frequency, signal

S- 'r. rIng 6'th the stored parameters and locations of

1 ... tter identification. The user/system outputs for

" -, .an, r ni ted bearing and an emitter number that identifies

S. t- ----- 'sired characteristics and bearing compare, within

. . . for each parameter of each "identified system" or

[ T........... eitter for which stored characteristics compare

...,-ut t the user of these data is provided as
O.,

, ------- -------- "u, the ;D 3 and as calibrated information on the IPU.
... . . , -tan, and identification data provided by the IPU

.- ... ... r. Iorinter, either as single sets or as the total

..-n t ,--),iter's mission memory.

.S
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DESIRED/ INTENDED
PERFORMANCE

LOCATED CORRECTLY

EMITTER IDENTIFICATION and LOCATION TIME

.%./%

%4.."

EMITTER EMITTER
IDENTIFIED/LOCATED NOT IDENTIFIED

INCORRECTLY or LOCATED

PROBABILITY OF PROBABILITY OF
INCORRECT EMITTER EMITTER IDENTIFICATION

10ENTIFICATION and LOCATION
and LOCATION NONPERFORMANCE

INCORRECT
PERFORMANCE NONPERFORMANCE*

. Nonperformance occurs when no measurements
are made of true bearing, measured signal
characteristics do not match stored characteristics
of known systems, or emitter location is not determined
by triangulation.

Figure 33. Definitions of function outcomes and system performance

parameters for the TEAMPACK Assembly and Advanced QUICK
'.4' LOOK System for the emitter identification and location

function.
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- 3.'ystem also romnares measured frequency and signal

.'-. '.stor- information for known systems to perform emitter

-. ' :. . ad!A?!on, triangulation calculations are performed using

>-:" -. .inc measurements to establish line-of-bearing intersec-

- to dt,.ermine emitter location, within acceptable limits of

.......................... . between the measured frequency and signal character-

-"±-.- I.. nd the elliptical error probability resulting from

.f bearing. Data thus measured and calculated are

. ,known systems (the so-cal-ed EOB data), (2) data

S- .. ,-.-termined locations, or (3) data for uncorrelated

', , red frequency, signal -haracteristics, and true

.:. te with stored information for known emitters nor

- 3erset to establish new emitter locations within

hose data are prcvided as visual read-out to the
:;system) information display and control units, or

.e th video copier or line printer for hard copy. As

- ay be stored on any of 3everal magnetic storage

.. n ilyzed by the ELINT operator/analysts are relayed

- ' r . systems that are not a part of the Advanced

- . . . e eitter identification and location function,

. to the function, vector representations of these

*~~~ ..* .. t- tablo for evaluating the function outcomes, is

- -"- .. , .T. ,  -tit vectors show (EMTR NO,FREQ,CW,PW,PRF/PRI,

to denote information is provided or missing, as

.. T.ro V;ioly are 64 possible output state vectors;

S.,-. t,-ats represent meaningful trial results. These

'" , j ".i'-<l'n2 i n e nonperformance for the (1,i) input

Sr for the (0,1) input state

. ......................t ... i nonperformance for the (1 , 1) input

O. .','mare for the (0,1) input state

i , , , , , . -ting nonperformance for the (1,1) input
,.... ., formance for the (0,1) input state

;..- ,'. , ,". .< :-.sent ng, for the (1 ,1) input state,
... tn to-as;ire data for a pulsed or

5 - 3 W



(INPUTS)(OUTPUTS)

EIL PARAMETERS

TEST ION EMNEW EMITTER DATA KNOWN EMITTER DATA
SIGNAL(S) 0-OFF MITTER

IDENTIFICATION * FREQUENCY *EMITTER NO.
SIGNAL -a*n OAIN s SIGNAL TYPE S FREQUENCY

* .* CHARACTERISTICS an OATO Cw e SIGNAL TYPE
EL)-PULSED -CW

EIL I-O UNON N PWN -PULSED
COMMAND 0OFF .PRFIPRI OPW

*L08/EEP e PRF/PRI
eLOB/EEP

POSSIBLE VECTORS OF INPUT INFORMATION POSSIBLE VECTORS OF OUTPUT INFORMATION

(TS, EC) (Event Order) (EMTR NO., FREO. CW, PW, R/RLBEP(vn~dr
64 vectors logically ar* possible.
Only seven vectors denote meaningful trial outputs.

1, ) (O. K.) (0, 0,0. 0,0, 0) (Correct or nonperformance)
(1.0) (No Trial) (0, 0, 0) (Icreto opromne
(10.111 (O.K.) (0, .0. 1.1, 0) 1 (Icretonoefomce

(0. ) Nohi g)(0. 1, 0.,0,01,1) (Correct, Incorrect or nonperformance)

(1, 1, 0, 1, 1, 1) (Correct or Incorrect performance)

INPUT/OUTPUT TRUTH TAB3LE FOR EVALUATING FUNCTION OUTCOMES

FUNCTION
OUTCOMES INTENDED INCORRECT NONPERFORMANCE

INPUT (EFFICIENCY) (ACCURACY) (DEPENDABILITY)
*STATE VECTORS

(I, 1) (1, 1,0,11,1 1)(pulsed) (1.,1,0, 1. 1. 1 )(pulsed) (0,0,0,0,0,0)
(EIL data found In (I'll 1.0,0,1 )(CW) (I,1,1, 0.0. 1 ) (CW) (0, 1,0, 0, 0.0)
stored data) (0.1,0,1,1.,0)

S..-(0.,1,0, 1, 1, I)

(I, 1,0,11, I, I 3(CWI
(1, 1,1,0,0,111(pulsedl

(1) (0.1, 0,1, 1. 1) (pulsed) (0 1 0 1 1 1 )(pulsed) (0,0,0,0,0,0)

%(EIL data not found (0,I1.,,,)(CW) (0.1. 1, 0.. 1) (CW) (0.110,0,0O)
% ;stored data) (0,11,0,1, 1,011

(0,1.0.1.,1, 1)(CW)
110,1,1, 0,0,1) (pulsed)

(01)(0,0,0,0,0,0) (0,1,0,0,0,0)

(0.1,0,111)

(0, 1, 1, 00, 1)

Figure 34. Illustration of the emitter identification and location (EIL)
function and associated output data truth table.
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%i " -tr~e that is in the stored dat' file, (2) correct or
incorrect performance in measuring data for a pulsed emitter that
i3 not in the st.)reJ data file, or (3) nonperformance in attempt-

to7 ,- meisure daita for a O-W emitter that. is not in the stored
,ina file and incorrect pe.-'ormance for tne (0,1) input state

. ,1, , ,?,DD representing, for the (1,1) input state,
:. rY-. ..e in attempting to measure data for a pulsed or

mitt-.r th it is in the stored data file, (2) correct or

-. rr't erf r' ance in measuring data for a CW emitter that is
stoe.: data file, or (3) nonperformance in attempting

.iti for a pulsed emitter that is not in the stored

-'. .rrect performance for the 0,1) input state

epresenting, for the (1,1) input state,

... orre.t erformance in measuring data for a
. ' is in the stored data file, (2) nonperform-

to .easjre data for a CW emitter that is in

file, or (3) nonperformance in attempting to

"-niised .ir -W er:ttter that is not in the stored
rel rforDra ,  for the (0,1 ) input statp

P .'resonting, for the (1,1) input state,
.. rrect performance in measuring data for a CW

".' t. . the stored data file, (2) nonperformance in

.. -, sue data for a pulsed emitter that is in the

fi -, or (3) nonperformance in attempting to measure
-3 or CW emitter that is not in the stored data

'.: o-re.t :performance for the (0,1) input state.

* < .is.-ed, the parameter that quantifies intended performance

,-" -) n, fo'r ech trial, is EIL time, the elapsed time between

-. nd receiving indication of emitter identification and

- .. F.'- I!, time would characterize a test.. Referring to
...... .o sse, above, intended performance occurs when the

N :; u:-,--:~ a,'* -. ...... vectors (1,1,,3,1 I ) or (1,1,1,0,0,1) is correct

. ;--i (:ata or when the output information denoted by

.,,',,' ) is correct. (There are no stored data

-. - . .... -Y i ' iu 511red data .

- ;' araterized hy the parameter probability of

. ...... ~ L, whi*- i- calculated from the test results as

.r~ienti ications and locations to
,-- -- ,rtunit . Th, nae output vector states apply as

... ". . -.. ,.The difference i3 that the information is incorrect
.. ......... . .... . .... not orre te with stored data when it should, or

. ...' :' . : '," , t- wtra it s uld not.

,n
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,..erformane is characterized by the parameter probability of non-EIL,

- which is calculated from the test results as the ratio of the

rf " non-ElL trials to the total number of EIL opportunities. The output

'e-r staites that always denote nonperformance are (0,1,0,0,0,0) and

D',, vector states (0,0,0,0,0,0), (0,1,0,1,1,1), (0,1,1,0,0,1),

', . ', and ,1, ,,,0,1, sometimes also denote nonperformance, as shown

- vur ,>3tcrs ssociated with the system functions signal detection,

'-r W: ., . .i. ijn, 3nd emitter identification and location have been

s -useP., These parameters describe system performance under

* '., ; nditicns. Fach performance trial will produce an outcome

_". , n, as we have discussed. We recognize, however, that

- .denti:'ction and location is possible only when the signal

" n a c -haracterization functions have been completed

success ful system performance is realized when this func-

" : t i' s successfully completed for a specified fraction of the

"" s is, "successful" system performance is manifest, from

''P, w - the intended outcomes for all functions are realized

.-t, fractionr of the performance trials (a threshold or minimum

S...... < te long-term system performance through aggregation

,------------------------'" :-'.- . ts over" successive performance periods is accomplished

,° ., a ibitty function, as illustrated in Figure 21, and

,, ' ry armeters, defined in Figure 22. Successive performance

":.,-esfI -)p'formance constitute an available state; similarly,

r' so u1nSsuccessful performance constitute an unavailable state.

:-, u-.b' :3 -tcs ae related mathematically by system failure rate, ),

. ',, their reciprocals, MTBF and MTTR, as discussed inV : ... ..:
"1- . JA PACK Assembly and the Advanced QUICK LNOK 7vs,

-"t - .-- :r'I: n'.' se-c7 ry parameters, are summarized in Taie 4 .

• ,

"---
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Table '4. Measures of Functional Performance (MOFPs) for the AN/MSQ-103
Receiver Set (TEAMPACK Assembly) and the Advanced QUICK LOOK
System

FUNCTION MOFP

Signal 1. Detection Time (or Rate).
SPtr ot i on

2. Probability of False Detection.

3. Probability of Nondetection.

-. i < ,. Characterization Time.

i t ion6
5. Probability of Incorrect Characterization.7

6. Probability of Noncharacterization.0

"- "  " fjtlon '. Emitter Identification and Location (EIL) Time.
,. ." :. ,-: 1'. ' 'E 'L )

3. Probability of Incorrect EIL.'

9. Probability of Non-EIL.10

*.$ I . itv'. Availability; (A) - u / (p +
(Time that the System is in an Available State.)

11. Unavailability; (U) - A / ()j + A).

-teri~tior includes frequency (from the detection function) or,

.~........ rri.nation of frequency, identification of the signal as CW or
1 .- if pulsed, determination of PW and PRF/PRI.

3irnt.al characterization occurs when measured values for signal
rs "'fre-uency, PW, and PRF/PRI) differ from known values by more than

r- terances or measured values are indicated when, in fact, no input
37a!. ith those characteristics was present.

S. /: s ing, incomplete signal characterization occurs when measured
,.i Vo- f? :3q'e signal parameters are missing. This condition is treated

1 ,::': ) : . ::)fle'ar'eiat1on.

' ccurs when the measured value for a LOB differs from the known
- .... n-, in -?'p table tolerance, measured values for several LOB's

-. ". yild an EEP that exceeds an acceptable tolerance
. ., " ° :s produce an incorrect identification when compared

.... • * 23 or a new emitter is identified as a

n, i' ,t" mnitt, r identification and location occurs when

.inn. Thi s -ridition is treated logically as

0J

* I~~ ~ ~ ~ ~ " * ~ 3



6. PERFORMANCE MEASUREMENT APPROACH

Communications-electronics (C-E) systems that will be tested using the

Stress Loading Facility (SLF) will be very complex and usually will incorporate

computer control. The structured approach taken in this study to defining

performance parameters for these systems yields parameters that are character-

ized by events that must be either timed or counted. Both of these processes

are done most conveniently by using a computer to record the event outcomes and

tabulate or calculate system performance using the measures of functional

performance developed in Section 5. In that section, three principal

4. 4.,ictions--detection, signal characterization, and emitter identification and

ioe-tion--are defined for electronic surveillance systems. Then, 11

.araeters--9 defined as primary and 2 defined as secondary--are developed to

S ibe functional performance of the system from the perspective of the

..z ser s). These performance parameters (termed measures of functional

-rformance) are shown in Table 4). The primary parameters describe system

2'::eorance with respect to three general performance criteria, namely

. .- :'"cesy or speed), accuracy, and dependability. The secondary parameters.5...
.,S3ribe long-term or aggregate performance in terms of the operational state

sst, t as eit:er available or unavailable.

.he crocess for testing systems, using these parameters that are system

- l:: ,rnIest, is illustrated in Figure 35. Inputs to the testing process

s f testing objectives, defined by the type of tests being performed,

: t'ia" outcomes observed at the user/system interface(s). Results of
t,:3*tig are the estimated (mean) values of timed events and the calculated

r'~slts of ratios of counted events, i.e., estimated probability of detection

ror nondetection), estimated probability of incorrect measurement of signal

" ?narasteristics, etc. The testing process is accomplished in four phases which

, ',e de'fined as test design, data collection, data reduction, and data

7Tst design, discussed in Section 6.1, applies general test objectives in

1,?-;,r!o nment of a detailed test plan that defines the test conditions and

-, ,i system performance information that is to be collected. Data

-- ,tion, discussed In Section 6.2, describes the test signals that are

S'', I at the sourne/system interface(s) and the corresponding trial

',:ents3 that are monitored at the user/system interface(s). Data

S, n, : -us:v in n~etion 6.3, is the merging and processing of the

% =-o A
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collected data, perhaps from several user/system interfaces, to produce the

performance results, such as estimates of mean time (for an outcome) and the

various probabilities. Data analysis, discussed in Section 6.4, is a process

of statistical examination of the reduced data to determine the precision of

estimated parameter values and other associated conclusions.

The measures of functional performance and the SLF test methods developed

in this report focus on performance assessment from the user's perspective.

These processes are quite general and independent of many implementation

* . itails. in addition, there are other important tests of the systems that may

1, to be performed using other testing facilities. An example is the

:-. .sureent of many engineering-oriented parameters using the Instrumented Work

.We identify these test requirements in Section 7.

6.1 Test Design

This section defines general procedures for designing SLF tests, on Army

systems, that will provide estimates for the parameters used as measures of

nction,. performance and the associated testing precision and variability

3, !tistics. The test design serves as a guide to the data collection process

A.,n! t,) the subsequent data reduction and analysis processes from which

oro,'mance par3meters are estimated and associated precision and variability

*.;,istics are *etermined. A good test design will:

--. est-blish well-defined connections between the test results and
,..s ,ions and decisions that will be made based on the test

r '-2- t ,S

snee to avoid bias in measured values (measurement accuracy)

-- guide in obtaining the desired accuracy (precision in measured
'r vallues) in test results

-- asmre efficient use of test resources (e.g., time and money).

7-- -,)lication of statistical methods that are central to this discussion

t,.,t ', !3gr, requires definitions of some specific testing (or measurement)

A' .ri-al i, ;in 7 individual attempt to perform the sequence of the

.':'r n" icn2, , ., detection, signal characterization, and emitter

,, fioati and location for electronic surveillance systems. A population

w t;1 '' .ll ta' r) f interest in a particular test. A sample is a subset

0.9
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of the population actually measured during a test. The relationship betweenThe reathnhi beasured

these terms is illustrated in Figure 36.

A factor is a variable that describes system, application, or testing

conditions that are expected to influence observed performance (measured

values). Levels are the defined states or values for a factor during a test.

A factor combination is a set of specified levels for each factor of interest.

Finally, a test is a process of data measurement that is continuous in time and

involves only one factor combination. Thus, all conditions existing during a

S est are defined by a specific factor combination.
"" illustrate the meaning of these terms, consider testing of the TEAMPACK

Assem'ly. The Functional Specification (Bunker Ramo Corporation, 1979)

I uIishes engineering-oriented performance parameters for frequency sweep

" sinal process time, parameter data print-out time, the separation of

::~e:-<rt simultaneous signals, etc. These specifications, then, may be used

a test, the factor combination for the test, each trial of the test,

.est sample or population used for determination of system performance.

"-xo :le, several signals may be simultaneously irradiating the system under

% tst. Each trial would be a single attempt to detect a signal (including

%.-. e.=t of tne carrier frequency), measure characteristics (pulse width and

: reet'ion1 frequency) of the signal, measure a direction of arrival for

and compare these data with stored characteristics of known

f identify" the emitter). The combined frequency sweep time, signal

s , data print-out time, etc., will determine the number of trials

that ire ssible in a defined interval of time. All trials (the total number

.tles for making these measurements) comprise the population of

"res, and ,.ach subset of trials relating to attempts to detect, character-

, i. ify and locate each irradiating system (emitter) comprise the

0e the population. Of course, siqnal levels for all signals must

r .. n far each factor combination.

4 •.:t design process is understood most easily by defining and

The first step is to define the test objectives.
........ ......... ......en re determined most effectively by identifying the

- supported by the test results. Examples of decisions

, .. .,.. (system performance) results are (1) buy/do not buy

- -. .v:,'; , . ef'ectiveness), (?) product improvement objectives

V.1
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.have/have not been achieved, or (3) measured performance meets/does not meet

expected performance.

There are three general types of tests that may be conducted by following

the methodology outlined in this report; these are absolute performance

characterization tests, hypothesis tests, and analysis of factor-effects tests.

S Atsolite -erlormance characterization tests provide estimates of the values ofn:

3" 1tied oerformance parameters under a single factor combination without

,: ,: ;f the effects of performance factors or other performance

f" . ipIi ed, the results of such tests are used to characterize

.r-.n: in. absolute terms. Hypothesis tests also reflect performance under

.0- e:Utor combination, but the purpose of such tests is to compare

.. .. ...rce with expected performance (or previously stated values)

- ,. - : -' teri'."e performance in absolute terms. The results of such

1,d- t,  .upport decisions concerning product improvement

,. :' met/not met or performance meets/does not meet expected

S. i analysis of factor-effects tests, performance is compared for

" obin cns to examine, for example, the "sensitivity" of

v to particular factors and levels for those factors. Such

in support of decisions concerning system cost effectiveness.

in the test design process Is to select the parameters to

_ _ . : ir a subset of the parameters defined in Section 5 (Table 4)

. ..!., in 7 te s. The principal constraints that influence the

S-rameters to be measured are measurement time, available data

.'- :n r-,uction friilities, and data reduction costs.

". stem is t define the population of trials on which the tests

f,)[nwing items of information must be specified in defining

-- t ia : f-;r ,'ach test:

-. .. 
t eri3t irs of radio signals constituting the radio

-..w ,,. or' me t of the :cT;
'"

.-- ... ,' t - ,'. during which tests will he conducted

S.. -- , ' .. 7f" ';P + .,i; st'~ interface( s) to be -,onitored

int'-rface( s) "it which data (events) will be

-- •,,,,t r-.':* z at ,I, f ne the ovent sequenoe's, for
t, f i10 u t t I, ;:J, -/sy:3 im nterface(s) at

% % . , %" %

0.
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-- reference events that correspond to each defined interface event

-- time-outs and thresholds that distinguish successful trials from
performance failures.

The population must be defined in such a way that each trial can be given equal

consideration and weight to avoid bias in the estimation of population param-

eters. "Equal consideration and weight" often are achieved by random sampling,

however, the cost implications of random sampling may limit the population that

_s e for" a test.

; . ,t. step in the test design process is to specify the factors, the
S. ,or values) for each factor, and the factor combinations to be tested.

r"--... :_,ozprehensive list of relevant factors, levels, and factor combina-

:. .ofined, because the appropriate factors, levels, and factor

-_ ': epe on the specific system under test and the objectives of the

;" , i' factors and associated levels for electronic

sytc. s are listed in Table 5.

--. .c on of fa'tors, levels, and factor combinations in a test should

.. Lo1 -c'is" principles:

..... - factors and levels should be distinguished in a test
-. n -)rly if their effects must be specifically determined to

.. v,:: ?.e test oblectives.' 1

_ . ::. - ne fvtor combination should be tested at least once,
1:-n'ir'e tst shOuld be replicated to identify significant

S'" te nur~" 2f defined factor combinations is too large to
,r t testing of each, the tested factor combinations should be

.-. ,~:; s,, as t provide maximum accuracy in comparing factor
S've 1 whose effect. are expected to be most important. In
,.w .'. rrl, tn' :: ted factor combinations should include

Y lin tn5 t-hat differ only in these critical factor levels.

-a . -. "' 2 :, combination of the defined factor levels is used

. . t r f, 1 factorial test. A test in which some of the

*-, . .' are not used is termed a fractional factorial

. ", .tiy interactions among factors Is lost in a

Th imp,'t or this diminished factor interaction

t ,. ,-xmind aIs part of the test design process.

.". n : d in ab-,it0.- -erformance
2.?2

--

.. 0.0' Jb % % e ..



Table 5. Some Typical Performance Factors and Levels for Testing Electronic
Surveillance Systems

PERFORMANCE FACTOR TYPICAL LEVELS

Radio signals that constitute the A number, nj , that represents a
,test environment nonstressed environment

A number, n2 , that represents a
,' *~marginally stressed environment

A number, n3 , that represents a highly
stressed environment

-re..~hsof r'adio signals that Strengths that represent nearby loca-
c:sitt he test environment tion, intermediate location, and

distant location for each signal source
A matrix of n signal sources and 3n
signal strengths results from which an
appropriate subset of signal sources
and strengths are chosen

'-p i:*~ i'>> '.1~ ~Manual
Automatic

o Panoramic

':-nsiivitvThreshold
Threshold + 10 dB (for example)

S..<y2cletionDiscrete Frequency, or
Scan Single Band (or parts thereof), or
Scan All Bands (or parts thereof)

n i In'/or 'Display Time Specification Requirement Two Times the
Specification Requirement (for example)

:~t sepin the test design process Is to select a representative

-.r'"mr tr-ials from the defined population. The basic consider-

nperformance trials to form the test sample is randomization.

* * tialss' I tcdshould constitute a random sample of the popula-

r~~~'ispopulation, this is achieved when each performance
* ~ ~ of being included in the sample. A second considera-

-1,.; samrples is sample size. Sample size may be derived from

V .;*~.>tpr'--i: i, i objectives or specified on the basis of practical

* A 3'~~flas rl-til Storage capacity or a reasonable duration for the

* t' rwlher m~asuirement precision objectives or practical con-

* > ' -d to determifne sample siz-, a de.3ired confidence level or

%'.

%
lee k



significance level for the test results should be specified in the test design.

Confidence level is a numerical value, typically expressed as a percentage,
4

that defines the likelihood that a confidence interval calculated from the

sample data will contain the true value of the estimated parameter.

Significance level, which is the complement of the confidence level, is the

corresponding specification in hypothesis testing. Confidence levels of 90 or

5 percert ',corresponding to significance levels of 10 or 5 percent) are used

,o'w, _y. In general, the desired precision in a test should be determined by

.cst zf conducting the test and the potential impact of the resultant data.

sixth steo is to specify a factor combination for each test.
", p.-........taccuracy, clearly defined applicability of the measurement results,

-,, ff ii nt use of test resources were noted earlier among the general

* tv,. s Df a good test design. The objective here, then, is to define

-'" ::t n: s 'test conditions) that achieve a favorable combination of

--. r., cy and efficient use of test resources. In all, factor

- s.,i" d be assigned to each test as randomly as possible under the

of each test. For example, measurement efficiency may

: at'io in some situations, due to the additional time and cost

-- ,.itt setting up a particular factor combination repeatedly, rather

S f ..~tests that may use the same factor combination.

,t-: eventh step in the test design process is to describe the

- i, ... tr, an exolicit mathematical model, if possible. Such a model

~ zvntsh~Of the test design and a basis for estimating
.:. n" :re,.sin nI performance variability in the data analysis. Simple

*?.V, " tnif-,s ofti"', may be used to relate measured and statistical

e-. , ,rv -'¢ lue of the factor in question

..................true 'L, nnownl , population v !ue of the factor
a ' 

o
iu ftefco

.-- ...r ,....:; oh,'ved 4n the tests

S.. -- *( : 3.,e: } .,

S" , of te fictos may he expressed as a function of

,. r, ... -. {However, in the cane of absolute performance,44.

. , * .,, th,; .. t.:rtui factor effects are not eonsidered and

• * -*, n . mnp i
,- a1 form:

.L. 4 L• ". ' . . ~ 4 . " .. 4 ..'.. ".': " ..-. :-. .-.- . "... - - .". ." .... .



0-

Yi = 14 Ei

." where

Y; is the value measured in the i-th observation,

is the parameter's true (population) mean, and

i is the experimental error in the i-th observation.

T ,ojpl might be used, for example, in describing a measurement of signal

. -..... -. - or system identification and location time in an absolute

r'a erization test of an electronic surveillance system.

- t fictors, such as shown in Table 5, may or may not be
.  Tests involving several levels of a single, nonquantifiable

•y in equation of the form

.z~ vaiue measured in the i-th observation at factor

te :ar2mnter's true (population) mean,

Per"orRnce effect of a particular factor level j,

] , i . ex.-er,nental error in the i-th observation at

"-. ,~; :4 tnifiable, the factor effects can be described with

qf' te dependent variable measured in the i-th

* *;;*;.u t the int-rcept of the regrpssion line.",

.r ., slope of thp regresion line),

., ""l, tne ,'quort.i fiaml') firt.or lvel in tho i-th

4n

frn'

% % % % %



ne use of a mathematical model in describing performance measurements is

recommended. Further information on the use of mathematical models in test

'experiment) design is available in Cox (1958).

6.2 Data Collection

Tests conducted in accordance with the concepts described in this report

2 t .... tnat certain raw performance data be collected at the source/system and

4 S.,sem interfaces. Estimates of the functional performance parameter

2 1,ulated from these raw performance data in accordance with the

r-:3 scribed in Sections 6.3 and 6.4. We use the concept of a generic

.,itor" as t1-e mechanism for obtaining these data. In practice,

[.x~tr. onitor would include both hardware and software components

- .eet the ,,ta and, in general, would be unique to each monitored

p.2 ".. syste. teing tested. In the context of Figure 1 , this

. represe.ned -is the MOBILE S'JT INTERFACE UNIT and the SYSTEM

. . A~PLIQUE. The interface monitor must perform three major
J.

n_ rface Events. Detection and interpretation of
" : sig 1,s are interface events. Each event must be

Sth a t e cf occurrence, or "time-stamped."

.. .s. The time-stamped interface events are system

;,. :, th . Thesesystem-specific interface events must be mapped
- ., . in e:;n dent reference events in accordance with the

.srie i Sections 4 and 5.

.............- fereP Evets. Reference events, with associated time of

r,o rIe3 in a performance data file(s).

, .:;mtionsa is discussed in the subsequent paragraphs. It should

..- !t ions may be relatively simple while other applica-
S., e, deending on the system being tested and the

, '-, -- " fntional performance that are used in testing the

% I odogy will need to interpret and restrict the

' ,c 32eordinqly.

.............. "....... -:,st begins with the collection of interface events

.. .. , ,. '....:yste interfaces. Each element of information

1-1'<ife,. !3 an interface event. Several types of

interf-ices are illuistrated in Figure 37. In a

% %:.. ..;..>;. ,..-,-.........., ............~~~~...... ...................... ..........-......,. ,... ...... ..... . .
o • w . w . ". .. . . ' j, " . .V .. ,-C' . .,... .- -*.* . , . % . " . - 6



SOURCE/ SYSTEM
OPERATOR INTERFACE

SLF SIGNAL SYSTEM

CONTROLLER GENERATORS UNDER TEST

a) Source/System Interface with Human Operator

SOURCE/SYSTEM

SLF TEST CONTROL COMPUTER INTERFACE

APPLICATIONS OPERATING SIGNAL SYSTEM

PROGRAM SYSTEM GENERATORS UNDER TEST
ii

b) Source/System Interface with Computer Control
0

USER/SYSTEM
END USER INTERFACE

In SYSTEM
'-':- "SYS TEM S

t,,,, STE UNDER TEST

I OUTPUT DEICE

c) User/System Interface with Human End User

USER/SYSTEM
:'.'.-INTERFACE

AUTOMATED ';END USER"

AP[ICTIONSI OPERATING SYSTEM
PROGRAM SYSTEM UNDER TEST

d) User/System Interface with Automated (Applications
Program) End User

Figure 37. Simple illustrations of typical source/system and user/

system Interfaces (physical and functional boundaries).
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controlled environment, the source/system interface(s) is(are) physical or
* .' *.functional boundary(ies) between the system under test and the source(s) of rf

signals and system control commands to which the SUT is expected to respond.

The user/system interface is a physical or functional boundary between the SUT

and "users of information" produced by the SUT. Physical boundaries are

illustrated by Figure 37a, 37b, and 37c; a functional boundary is illustrated

by Figure 37d.

The interface monitor(s) must detect all signals transferred (in either

Iiret.inn) across these interfaces during the test period, determine the time

•-)f 2ccurrence for each of these events, and interpret the transferred signals

*anl associated times of occurrence into a sequence of discrete events that each

h-is secific meaning. The "users of information" (sometimes termed the end

r produced by the SUT may be human operators of the system, a computer

-..- on~ program that utilizes the information, or a recording device that

i. [store the information for later use. Typical recording devices are

. eictronic memory devices, magnetic tape, magnetic disks, and a variety of

.".rmation printing devices.

.ne interface events are system specific and, therefore, cannot be used
•6 ,'e2ty in expressing system-independent, user-oriented, performance

-'raneters. This problem was anticipated in defining the measures of

i" . tontal performance in terms of system-independent reference events.

.'Tr'fcre, it is necessary to translate the system-dependent (specific)

•nterface events into system-independent reference events. This translation

egabi£ity of the interface monitor is the second function in the data collec-

-n process. Table 6 lists reference events for the three functions of an
"- tronic surveillance system and provides brief discussion of the signifi-

S:.c, of these events. The table contains no system-specific interface events,
S* ts by the blank column for listing those events that test planning

" r--h specific system needs to include identification of the interface

.. are to be monitored at the source/system and user/system interfaces

.'.*-;irated into the system-independent reference events. The 14 reference

.' . ,,itr, ni surveillance systems defined in Table 6 are briefly

7,' 1e "1 the following paragraphs.

Search Command -ould he any of a number of actions (that would cause an

- ' ent that corrlate with the start of a test and begins the

: .'.o"' ,ij -t'tn tirc. onceptually, an instruction from the test

OR 
100
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-ntroiler, manially or automatically initiated, or an action such as turning

. on the SJT or turning on the signal generators that produce the test signals or

ijting a new operational mode for the SUT could correspond to this

reference event.

Indication of Detected Signal, likewise, may correspond to any of a number

..... ... ce events. If, for example, the SUT incorporates a narrow-band

I.. .......~r teat is operating in a swept frequency mode, this reference event

..: >z r",send to an indication of rf energy that exceeds an rf noise

, e.t., a secotrum analyzer-type CRT display), an indication of a

'; .,fr':, ncy on a user's or test control monitor, or some other character

-' " )
n
';

e 
t e . tor.

Verify Indication of Detected Signal 'i.e., compare measured carrier

................witt : own carrer- frequency) is the reference event that determines

. . .t- ,i~rfunrti[on outcome is successful or unsuccessful (false

' is reference event also stops the counting of signal detection

,-tion time, then, is the difference between the time of occurrence

.... ... .ri.d... n1 the tim- of occurrence for the Search Command event.

"Time-Out" Without Evidence of Signal Detection occurs when the SUT

- t t etect the test signal is not complete within a time interval that

-iJ-d by the system user or test controller. Nonperformance for the

.hj ,' tt detection function, is the function outcome when this reference

S._ econized. This event would end the trial. The ratio of nondetec-

St e total number of detection attempts (opportunities) would indicate

.the _ tection probability.

Characterization Command is the reference event that starts the count for

4 si~-cal cnara-;teization time. This event may, in fact, be coincident with
'.

-ticn o+f tne detection function, or it may be an explicit instruction from

r rtest controller. Processing of the test signal will provide pulse

5 15ulse repetition frequency/interval. The functions of detecting a
S:n,, the signal to determine pulse width and pulse repetition

S. Y.t.. are n* ally stra ightforward when considering narrow-

::-:,en'y reeiving systems. This conceptual process, however, may

+ , ' stra ii.-, ht~orwardly in broad-band receiving systems in which the

--- et.<:rr+ ie-~o Frequency, pulse width, and pulse repetition

, . . ... . , - ,, .-procefc".
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Indication of Test Signal Pulse Width, conceptually, is the first step in

characterization of the measured test signal. Indication of pulse width may be

provided to the user's or test controller's system monitor and thus would be

available as an interface event that can be monitored as an intermediate

indication of the signal characterization function outcome.

Indication of Test Signal Pulse Repetition Frequency/Interval (PRF/PRI),

conceptually, is the second step in characterization of the measured test

signal. Again, indication of pulse repetition frequency/interval may be

provided to the users' or test controller's system monitor and thus would be

available as an interface event that can be monitored as a further, inter-

mediate indication of the signal characterization function outcome. As noted

earlier, the process of measuring carrier frequency and pulse characteristics

may be an integral process in some systems.

Verify Characterization of the Test Signal (i.e., compare measured pulse

width and pulse repetition frequency/interval with known characteristics of the

test signal) is the reference event that determines if the signal

characterization function outcome is successful or unsuccessful. Favorable

comparison of measured and known test signal characteristics confirms success-

ful performance; unfavorable comparison of measured and known characteristics

.4 indicates incorrect performance (incorrect signal characterization). This

reference event stops the counting of signal characterization time. The signal

characterization time, then, is the difference between the time of occurrence

for this event and the time of occurrence for the Characterization Command.

"Time-Out" Without Indications of Signal Characterization occurs when the
SUT processing of the detected signal, to determine signal characteristics, is

not complete within a time interval that may be specified by the system user or

6 test controller. Nonperformance for the SUT, for the signal characterization

function, is the function outcome when this reference event is recognized. The

ratio of signal noncharacterizations to the total number of signal character-

ization attempts (opportunities) would indicate the probability of signal

noncharacterization.

Emitter Identification and Location (EIL) Command is the reference event

that starts the count for emitter identification and location time. This event

may, in fact, be coincident with completion of the signal characterization

function, or it may be an explicit instruction from the user or test control-

ler. The event identifies the initiation of the FIL function. This function

.107
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may be relatively simple or relatively complex, depending on the SUT. For less

sophisticated (perhaps, ground-based) types of systems, the function comprises

*i the measurement of lines of bearing from single locations and the comparison of

these measured LOB (and the measured and calculated signal characteristics data

from the preceding function) with stored data for known emitters. For more

sophisticated types of systems, which may include airborne subsystems, the

'p function involves the measurement of lines of bearing from multiple locations,

the calculation of emitter location as the intersection of lines of bearing

that have been measured from multiple locations, and the comparison of these

measured and calculated LOB/location data and the measured and calculated

signal characteristics data (preceding function) with stored characteristics

and locations for known emitters. (Emission characteristics and geographic

locations of known emitters are stored in the memory of computer-based

* . electronic surveillance systems.) When the measured/calculated data compare

favorably with the stored data for known emitters, the system has performed

0 satisfactorily. When the measured/calculated data do not compare favorably

with the stored data, system performance may still be satisfactory if the

measured/calculated data are for a new (unknown) emitter. However, performance

is unsatisfactory if the measured/calculated data are for a known emitter. In

the SLF test environment, signal characteristics and "apparent locations" would

be part of the known test conditions that could represent either known or new

(unknown) emitters, a condition controlled by the test controller. For systems

such as the TEAMPACK Assembly, the typical process would involve use of signal

characteristics and the measured LOB data. Alternatively, for systems such as

the Advanced QUICK LOOK, the typical process would involve use of the signal

characteristics and the measured/calculated location data.

Indication of Line of Bearing to the Emitter is the first step in

"identifying and locating" an emitter. (Recall that the signal characteriza-

tion function has preceded this function.) Data that define the line of

bearing may be provided to the user's or test controller's system monitor and,

thereby, may be available as an interface event that can be monitored as an

initial indication of the emitter identification and location function outcome.

Ne In the case of systems like the TEAMPACK Assembly, this interface event would

indicate completion of that portion of the EIL function pertaining to "location

determinat ion."

108
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,: [Indiiation of Emitter Identification would be the next step in

.nl lo~tinZ" the "unknown" emitter (or the test signal). The

...]:'....... -. .f *mittcr identification that is provided to the user's or test

,'- r' sste moniitor would be available as an interface event that could

............... s i. inter:i.ediate indication of the emitter identification and

S" -, t-,aC . Measurements of signal characteristics (preceding

catzi , data for known emitters that compare favorably with

.. -aTn.sfactory performance outcome. Measured data for

-. '.:t ;omDare f-vorably with stored data indicate an

"" . .. :. ,, ',.However, mea sured data for new emitters should

. "... ." data, and the performance outcome is indeterminate

z '-ftory or incorrect. The available information is

- . in the case of less sophisticated electronic

TEAMPACK Assembly, this interface event would

-" . ,L function and, thus, stop the counting of emitter

S..time, which would be computed as the difference

,._-- .. ..... nc for this event and the time of occurrence for

at..m

i nIJ cation of Eni tter Location is the final step in identifying and

test signal). The more sophisticated

. stems will include the capability for measuring

.. multiole measurement locations and applying
.... ,. .... : - §' -ct-r,7<ine emitter location as the intersection of

......... ... .- .ts f some elliotical error probability that may be

S .. -.s eotrclIr. The Advanced QUICK LOOK is an

..- T ..... Ta inaication -f emitter location that is

,:ontroller's svstom monitor (or an output

• . -*. 'i lah -e s an interface event that could be
.tion . e 1- er i dentification an1 location

~ °--f
.i U on of "-m i t ter ~ideni fication and)

... o ra b i with stored ,ata

:!n It inn f 'r k n o i t, r t I,

" t-I.n" Ir,;tcs-anti nrarr[a~~ perfornance

: i nii . -•,n-f )neatie f, r r .a now

,in

%- %%N
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outcome is indeterminate--it may be either desired or incorrect. In the case

of sophisticated electronic surveillance systems like the Advanced QUICK LOOK,

P-' this interface event would identify completion of the EIL function and, thus,

stop the counting of emitter identification and location time, which would be

computed as the difference between the time of occurrence for this event and

the time of occurrence for the EIL Command.

"Time-Out" Without Indications of Emitter Identification and/or Location

,>. ,urs w~ the SIUT attempts to identify and locate the "unknown" emitter (or

sn. re not comn"-ete within a time interval that may be specified by

Ss,; s tem user or test controller. In other words, one or more of the

:,rr. , r uired reference events for the EIL function has not occurred.

.......a,,, for the emitter identification and location function, is the

:n .,me when this reference event is recognized. In the SLF testing

int,rface monitor would require additional logic to distin-

._, ".nts for new emitters (that should not compare favorably with the

v . tre : incorrect measurements or time-out indicating no measurements.

-)t nit all, of the observed interface events will relate to the

-. -:m~r'y ntuns. Some interface events, however, will translate into

t rf.ree events, in which case the second reference event may relate to

- c,:-y fLrctlon of system operability state (available/unavailable).

-... . . of sjccessive primary function times for desired performance

-'. eJr.iorrect performance and nonperformance trials comprise the

'- system is in an available state, whereas the aggregation of

s z>l- :ri::ary function times for nonperformance trials comprise the time

a ystom is in an unavailable state.

,.d function of the interface monitor, noted earlier, is to record

t, refere interface ovents. There actually are two elements of information

-, . ", - r r ,d. Th se are:

.,t t of reference events relating to both primary and
:iK?.'7 ry 7;VT fnetions and the performance significance

.-- , ,, of the.*i events and

... . . .. , ,,ote or relative) of each reference

a."
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".3 Data ,eduetion

doscribezs the functional requirements for a data reduction

I trtensform the performance dat3 coIlect, d by the interface

................. : .> C~i ;es )f the measures of functional performance. The process

... prim .. y reference event data to estimate values for the

------------. *- t-e," dcs ,ibed first. Then, the procedures for developing the
-.- .t e described. Some applications of these procedures

but, in general, the discussion assumes off-line

.. ..----......... event inforation. The data reduction procedures

-"- -T- - i alflow charts, outcome diagrams, and mathematical

.. '.t ': :.:o'- in this section are shown in Table 7. Several

-" . in defining these symbols are listed below.

- - cepre:>2 rn- by a lo,ercase mnemonic svm-c
-.------ ":..;tion, "c" for signi-a characterization, and

• ". - "" r if at ion and ocatio n. The various
are represented by subscripted lowercase

. "r. ...... S.ucc"f detection, "ce" for successfl

. i - " a succ,--ss f emItte r
cat ion.

rt.ior "opportnities" (less than or equal
a s ' an, function :;tcomes observed dur'ing a

....... ' , orr'esoodin rcse letters (e. g.
"" • • , ,s - o 0 dt , tl-On 'oarortun it les" and " s

" , f s,'ce~ssfiI detections, 'K" for the total
.. cat i-on " cunt. es" and Cs for the total
, haaterizations, etc..

,erformance times (one "opportunity" per

. ' ,td by the symbol w( ). Probabilities anu
'i- ..ims are represented by the symbols P' and

* - - ' , . T ,n 9r'irment - ) fir , cac'h OcIso is tvl<
- ., ,* .5-, ;j, qt,5-4a..st. For example, the ex;r~sslon

• * - .' U.J -: '.i O'' for oue :]cu I etcct ion.
--a - h ii so S

., ,u f.l.r' l"'] ., , asi , ;-" n

I 11"r P i

if'[ ~ ~ ~ ~ ~ ~ ~ ~ . % .. .C": T r:,: l ,,rtth

0 , - •°-' R. - - . I? ' ,,' -,

:.,...,.,. ,,,..
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'usersystem interface interactions during the trial being considered. (The

t-tal number of consecutive trials constitute the test.) The procedure

. es as its output an estimated value for each of the three detection

P':c'orman.e parameters, w(ds), P(df), and P(dn), and the updated average

tim#?, Wds).

The first step in the data reduction procedure for the detection function

_3 t initiiLize tre variables used in recording the detection function

i detection "opportunity" (or attempt) is the result of a search

~' tein4 issued manuilly by the test operator, automatically by the SLF,

, -L by the 71.17 as a normal part of operation during testing. The

,.mmand will increment the detection "opportunity" counter, D, and mark

.... detection time, t(d).

Ing issuane of the search command, there is, conceptually, a

' n r'ecurring check for indication of a detected signal. If there is

of a detected signal, the elapsed time in attempting to detect

iignal is checked to determine if the specified (required) performance time

. n, pds), has elapsed. When the elapsed time, w(de), is less than

the logical process loops to check again for a detected signal. When

e-ual tj or greater than WR(ds), "time-out" without detection has

.. ' '-i. ;onperformance for that detection "opportunity" is the outcome, and

".ton outcome counter, Dn, is incremented by one. The data reduc-

- : ,for that t-ial is ended, and the procedure re-starts with the

rr estimating detection function parameter values for the next

erc i. an indication of a detected signal, the procedure checks some

-sti e.g., the carrier frequency) of the detected signal for a

. o the known value of the signal characteristic. When this "match"

- . ative, the logical conclusion is false detection, and the incorrect

). 2ounter, Df, is incremented by one. The data reduction procedure

5 is ended, and the procedure re-starts with the procedure for

-t ' on furnorion parameter values for the next trial. Desired

when the "match" check is positive, and the successful

<:.., -o count.-, Ds, is incremented by one. The end of the detection

. ',, uO is r,-cord d.

*. r->,t st,.'; in t-ir procedure is to calculate the measured values of the

* ;,jm :r'.p-trr, r -r r: p eters, wC d.) , P(df) , and P(dn) , and to update the

. . . * ... ... . . . . . .. . . .. :"
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estimate of average detection time, W(ds). The detection function performance

outcomes and equations for calculating the estimates of parameter values are

illustrated in Figure 39. The procedure for estimating detection function

performance parameter values now is complete, and the data reduction procedure

advances to the procedure for estimating the performance parameter values for

the signal characterization function.

.he procedure for estimating parameter values for the signal

characteriation function is shown in Figure 40. The procedure assumes as its

i--:. s sequence of recorded primary reference events that represent the

source/system and user/system interface interactions and that successful

,deeet1on has occurred for the trial being considered. (The total number of

,ocnsecitive trials constitute the test.) The procedure produces as its output

-n --k .imated value for each of the three signal characterization performance
W Cs P(cf), and P(cn), and the updated average signal

:riCteCiOtlofl time, W(cs).

STh'e first step in the data reduction procedure for the signal

ratrizaion function is to initialize the variables used in recording the

snol characterization outcomes. Each signal characterization "opportunity"

D- itt-rpt) is the result of a characterization command that is issued, either

... , automatically by the SLF, or automatically by the SUT, but it must

f o swcessful detection function outcome for that trial. The character-

i.'tion commind will increment the characterization "opportunity" counter, C,

a : te start of the signal characterization time, t(c).

e is a conceptually logical and recurring check for indication of the

s.... signal characteristics (frequency, PW, and PRF/PRI) following issuance

-- ar cteriz3tion command. If there is no indication of a complete set

-- ir jred signal characteristics, the elapsed time in attempting to charac-

. " ,, , e i nal is checked to determine if the specified (required)

a... . time for signal characterization, WR(cs), has elapsed. When the

j less than WR(cs), the logical process loops to check

", m, ured signal characteristics. When w(ce) is equal to or

'"timo-out" without complete signal characterization has

nper' )rminre for that signal characterization "opportunity" is the

.5 .t-. , ',n')n~ha' rization outcome counter, Cn, is incremented by one.

. ' • ... procedure for that trial is ended, and the procedure

?..5
S.V

-!4
5 .0 . *
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1



SUCESFU

(TRIAL)AVRG
DETECTION TIME DETECTION TIME

w(d.) Wd,)

INCORRECT NON-
DETECTION DETECTION

Ofi) (do)

FALSE DETECTION NONDETECTION
PROBABILITY PROBABILITY

P (d f)P(dn)

DETECTION
PARAMETER EQUATIONS DEFINITIONS

1. Detection time (trial) d4z Successful detection.
=W(d )=t(d )-t(d) Dz Total number of detection

a $ Ifopportunities" during the test.
2.Average detection time f=oanubrffls

D1 dectections during the test.Z~s= 7 w(d.) DnzTotal number of nondetections
s5 1 during the test.

3.FQlse detection probability Ds=Total number of successful
detections during the test.

=P(df)= t(d):Stort time for the detection
4.onetct D prbblt function.

4.Nodetctio prbabiityt(d,)=Stop time for successful
*Dn detection.

i. ~P(dd)

* Figurc 39. Detection function performance outcomes and equations for
ca'lculating estimates of the parameter values.
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restarts with the procedure for estimating detection function parameter values

for the next trial.

4If measured signal characteristics are indicated, the procedure checks the

measured characteristics for a "match" with the known characteristics of the

"tst signal. When this "match" check is negative, the logical conclusion is

-!correct signal characterization, and the incorrect performance counter, Cf,

.s 5ncremented by one. The data reduction procedure for that trial is ended,

tn P rocedure re-starts with the procedure for estimating detection

fun-.ion parameter values for the next trial. Desired performance has occurred

-~.. "match" check is positive, and the successful signal characterization

counter, 1s, is incremented by one. The end of the signal character-

ti:e, t(cs), also is recorded. (This part of the data reduction

for the signal characterization function could be expanded, if

-* ) t ccount for partial completion of function. We have assumed that

ic s Pither completed or not completed.)

next step in the procedure is to calculate the measured values of the

,- racterization performance parameters, w(cs), P(cf), and P(cn), and to

e stimate of average signal characterization time, W(cs) . The signal

c ~ . t e iza io n function performance outcomes and equations for calculating

. -ti~ s of parameter values are illustrated in Figure 41. The procedure

signal characterization function performance parameter values

•plete, and tne data reduction procedure advances to the procedure for

, - n thperformance parameter values for the emitter identification and

V. P, r.. ce ure for estimating parameter values for the EIL function is

V :'7ure 2. The procedure assumes as its input a sequence of recorded

n- r, P rents that represent the source/system and user/system

.. r~a,.,tons anr thit successful signal characterization has occurred

E, n e n n, 11stered. (The total number of consecutive trials

•, t, it is unlikely that all functions of every trial will

. • . ,. ,n ariotorization and EIL functions will not be

-. ; flinmtinr has not been completed successfully.) This

.. tpt an estimated valu, for each of the three EIL

-- .. , - p(), n, n ), and the updated average EIL

"..' II .' e
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~SUCCESSFUL
~SIGNAL

CHARACTE RIZATION
. (CS)

(TRIAL) C ARA G
CHARACTERIZATION CHARACTERIZATION

TIME w(c.) TIME W(cs )

INCORRECT SIGNAL NON-
CHARACTERIZATION CHARACTERIZATION

'?,':"IN CORRECT NON-

CHARACTERIZATION CHARACTERIZATION
PROBABILITY PROBABILITY-. Plc f) Plcd

SIGNAL CHARACTERIZATION
PARAMETER EQUATIONS DEFINITIONS

1. Characterization time c,= Successful signal characterization.
(trial)= w(cs)= t(cs ) - t(c) C= Total number of signal character-

ization "opportunities" during
2.Averoge characterization the test.

.CCf = Total number of incorrect signal
time = W(c.) _ w(cS) characterizations during the test.

Cs cs= Cn=Totol number of noncharacter-

3.Incorrect characterization izations during the test.
Cf C.=Total number of successful signal

probability = P ) characterizations during the test.
4 no ctC t(c)= Start time for the signal

4. Noncharacterizotion characterization function.
Cprobability= P(c Cn  t(c,)= Stop time for successful

n  signal characterization.

S; i 1. ir rteri- it ic,n function perfrm ,cc outcomes and
. , t v,, :-,,r cil~ ui it ing cSt iat .,f th parameter values.

-6%. .4 ' = , % N , % " . % % % " ' . " % 'p , ,. j , % "0 . " ,. ,, , " , - p j - p , j
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.ne first step in the data reduction procedure for the emitter

identification and location function is to initialize the variables used to

record the EIL outcomes. Each EIL "opportunity" (or attempt) is the result of

,command that is Issued, manually by the test operator, automatically by

-e >LY, or automatically by the SUT; but, it must follow a successful signal

,cara~terization function outcome for that trial. The EIL command will

i n.re-ent the E:L "opportunity" counter, L, and mark the start of the emitter

- .: r~ etion and locat-on time, t(1 ).

is a conceptually logical and recurring check for indication of an

's identification and location from the measured data (frequency, PW,

.J :7B from a reference location or the location coordinates) that

Ste issuance of the EIL command. If there is no indication of the

". of emitter identification and location from the measured data,

-.ti ,  n attemoting to determine emitter identification and location

t determine if the specified (required) performance time for

.t o.ntification and location, WR(ls), has elapsed. When the elapsed

is less than Wp(ls), the logical process loops to check again for

-tr id4entification and location determination from the measured data. When

35 ;.l to or greater than WR(ls), "time-out" without determining
r. n fi on and location has occurred. Nonperformance for the EIL

S.

. .' h- th cOutrco, and the EIL nonperformance outcome counter, Ln,

- . . one. The data reduction procedure for that trial is ended,

-' r-sta'tswith the procedure for estimating detection

S . ine vaijes for the next trial.

"i.nt f i-a t ion and location are indicated from the measured

%- , . : -, & , '.s the "measured" identification and location for a
%... : * itt, r identification and location for the test signal.

n ative, the logical conclusion is incorrect

..... '- --. " n and the incorrect performance counter, Lf, is

,,. :.' -.. ... ion procedure for that trial is ended, and

. ,"'.- ,' rrejare fr t det' ction function
0..

• •. .. .. ..... . '~ia. . ird performance has c.ocurrej when the

'%..... -,'essf' i itter identification and

' , - -. , t b ne. The end of the emitter

O... . - , . . , i , 1~~ 'e ' nred. (This part 3f the

..... ,. .... loc aicn function

-V.~~''. , Ii* .19 Ak- ' -P. .



xI be expanded, if desired, to develop unique procedures for systems that

-e emine only line of bearing as opposed to systems that fully determine

I ).(-tion as the intersection of at least two lines of bearing from different

*felence locations.)

." The next step in the procedure is to calculate the measured values of the

. ,:Te iimntification and location performance parameters, w(is), P(lf), and

'r , n t-' update the estimate of average emitter identification and

-" 4l.,W1 The emitter identification and location function

oit n"es and equations for calculating the estimates of parameter

I":-tted in Figure 43. The procedure for estimating emitter

.-:il- and location function performance parameter values now is

- tln trial is ended. The data reduction procedure advances to the

:_irt the procedure for estimating the performance parameter

.cti n function.

r-2 -Iures discussed so far provide estimates of values for the

. ''.".'~ifnrmarce parameters. Values for the secondary performance param-

.mated following similar procedures. Consider now the

.. I . nction that maps primary performance outcomes over performance

"... stemq operability states. In general, this process requires

;i- pririiry parameters to be used, definition of the performance.

.'o e eparameters, and specification of the performance period to

- .i making the logical decision concerning system operability

................... ...... foilwing parameters to facilitate discussion of the

.' " in -and performance parameters. These parameters provide the

t tor-. to discuss a test that spans T performance periods, with

e. r. , - erformance period.

th trial during the jth performance period,
, and j = , ,-

O-- ., fm. on of successful trials during a

S.. .. "-., n',r of trials in the jth performance

o 122
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(TIL)AERG

EIL IEIL
TIME w(k.) [ TIME W (9,S)

INCORRECT EIL
El L NONPERFORMANCE

PROBABILITY PROBABILITY

ElL PARAMETER EQUATIONS DEFINITIONS

1. EIL time (trial) 2.= Successful emitter identification
and location.

w~tt(R.5)-t2.)L=Total number of EIL

2.Average EIL time ""ruiis during the test.
Ls Lf=Total number of incorrect EIL's

WN)=11 : w kJ)during the test.
La 162Ln=Total number of EIL non-

S performances during the test.
3.Incorrect EIL probability L,=Total number of successful

0 (. Lf EIL's during the test.
f L t(t)=Start time for the EIL function.

4.EILnonprforancet(I.) =Stop time for successful EIL.
Ln

. 'r(t'lr tific'Itinn rind Iccit i~i function lierformonce

0 - -~qu;ltiois Wo Cnici11ti tig ust imnltes of thec

r J.
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,. denotes the total number of successful trials in a performance

period,

.Ti Jonotes the jth performance period of the test,

Is denotes a successful performance period,

T- s denotes the minimum fraction of successful performance periods
*. required for successful (satisfactory) system operation,

S2enotes "he total number of performance periods in a test,
.enotes the total number of successful performance periods in a

1 :s ]not'es the probability of a successful trial during a
,,.erformance period, and

--,." ....notes the probability of a successful performance period

iuring a test.

[ -- rai element of a test is the trial, b. Three primary functions

t~to , d),signal characterization (c), and emitter identification and

'-[--] : '' will )e performed during each trial when the system operates

.%

:Y. If aprimtey te a prab tyo uerformed successfully, however,
c te r-fen e remaining functions are not attempted, and a new trial

Ci' . :e :u~ber of trials, B, based on achieving statistical significance
r-o ,s, will constitute a performance period, T, for the purpose

"o. -..-~ 3'. ... .. -:-ystem operability state. A threshold, bRs , will be defined by

; iannerfor the fraction of successful trials that are required during

• .s cssu[performance period, that is, Bs/B '= bRs" (We require all func-

-s t completed successfully for a successful trial. Logically, this

S ..- , :rsnt Means that only the emitter identification and location function

Sfor successful completion, since each function of the trial is

,- ',y if the preceding function is completed successfully. In otheri,- rth ma fuining fnciorrectly or not completed causes an

M''-be. f ra B elationships of these events (not to be confused

S...~s'is events that are discussed in other sections of this report)

., . , 3stemng tie assoiated with these events ar illustrated in

.be.-.. i'e illustrates the concept of successful and unsuccessful

-", . forby "I" or 0" respectively, during successive performance

•% %
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* OUTCOMES L I l / '''l/0/ l 10 If
* lo

K1 1,00 I/OUTCOMES

:to R )I') t(TdT~T) t(r)

TEST

SECONDARY PARAMETER EQUATIONS DEFINITIONS

1. TTT= t(TT) -to b =A test trial.
ful trials during a performance

2. SPT =It(T-t(T 18$/? bperiod.
/ R$ B=The total number of trials during

a performance period.S .(TSPT=B)-t(_) IThe total number of successful
jal IB,/B-? bR$ trials during a performance period.

4.Availability, A=(TSPT)/(TTT) FPPT A Failed Performance Period
.. (elapsed) Time.
FPPTaThe average Failed Perform-

5.OTBF SPT) ance Period (elapsed) Time
Sf ( (typical MTTR).

k= The counting index for failed
FPPTrformance periods i.e. k,2 ... Tf

-~~~~ 6.FP L~- 1)] 1%B < bft5  =TFThe overage Operating Time
T /Between Failures (typical MTBF)

T, [ SPPT A Successful Performance
7. FM= TZ t t(rj) Period (elapsed) Time.

Tf L-1 t =Test time.
1- to: Test start time.

1 t(1 ) t (i.) z Time that the j th performance
B,/B<bRs period is ended; j:I,2...T.

S T: The total number of performance
/ periods comprising a test.

Tf z The total number of failed perform-
once periods during a test.

*. TSPT= The Total Successful Perform-
ance (elapsed) Time.

TTT - Total Test (elapsed) Time.
T = A performance period.

i4 lr,. 4.. / vstem operailitv state (secondary) function performance

6.i O~ttcmes and equations for calculating estimates of the! p;0,rometer Va].IlMS

125
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Wtr the basis above for describing system performance, it is

. stroiightforward to define the probability of a successful trial, bs, during a

Derformance period, ., to be

bs )  3B, and

I i ty of a successful performance period, T., during a test to be

IT

. -~S ' 'r a;st em pen'formance, then, can be defined as the condition when

- T~/T~T~

Por ttto note that these definitions deal with the probabilities of

,a -m~ curring and that time is only an implicit parameter. Equal numbers of

"r .erf' :rinee- : ods) do not necessarily represent equal periods of

". - ', operation) time.

7r-7 i the event probabilities as descriptions of system performance for

t- .t - :-v function are conceptually straightforward, it is not convenient

S..... eflitios to define operability states for the system, that is,

*-"e vstem is available and time when the system is unavailable and

r rniti,,ns between these states.

'.-..ers of reliability and availability frequently are used to

.r- jerc-rai, more macroscopic description of system performance than

ne' e e defi.ions of the primary performance parameters. A common

:tI'iq:-,41-n reliability is the probability that a system will operate without

' -' f a specified function (or above some thresholds) for a specified

'- time. As noted earlier in this discussion of secondary performance

. tnis definition of reliability does not distinguish between

* . .:. " 'rance and nonperformance, but combines these two outcome6
.. .ti the :;ngie, more general category of performance failure.

'-n is defined as the probability that a system will be in anLi.. tnv -rtbitrary time during some much longer test (or field

/ r I n model for characterizing system operability

% -. f':v in Setion . The key issues are to choose the

%v...- .. V tr) he I i-d tO measure availability performance,

.'ment time over which the selected function

.v .''.. 1-!, and to speaify the threshold values to be

1 2

I
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used in defining system failures. We consider a successful trial to occur when

the emitter identification and location function is completed successfully

(which means that detection and signal characterization functions also have

been completed successfully). Minimum measurement time will be defined by the

test planner consistent with the statistical quality desired from the test

results. Section 7 of this report contains guidance for making that decision.

Equations for, calculating estimates of the secondary function, system perform-

noe parameter values, with time as an explicit parameter, are given in

<J flb :.4, iong with tne illustrations of performance outcomes.

6.4 Data Analysis

This section discusses methods for analyzing the measured system

- 'i: iati and describes statistical information that should be prepared

i d ith the measurement results. Analysis methodology and statis-

4%. '-,C. 'r.-formation that correspond to each of the three general types of tests

-4Aientified in Section 6.1 (and for which the approach followed in this

is useful), narriely, absolute performance characterization tests,
-

J tests, and analysis of factor-effects tests, are presented. The

" .... lyss methods are described only to the extent necessary to define the

ruirements for reporting measurement precision. The subject of

. data analysis is addressed comprehensively in other reports and

_ e.g., Fisz, 1963, or Hoel, 1962). The application of statistical data

In- 1vsis t.'chniques to digital communication systems is developed thoroughly in

tie repo:rt by Miles (1984).

Absolite performance characterization tests are performed to characterize

-re performance of an electronic surveillance system under a single specified
o f' cnditions (a narticular factor combination) without concern about

0 r; effects or previously stated performance values. Such tests are

int ndd to be used In estimating population parameters from sample data; they

n, ', asis for decisions based on performance comparisons. A parameter

'.I.,tojla~d frm m*,wiured data, cannot be expected to equal exactly the
-. ;,oyj:t)on valuo heau:se of sampling error. Therefore, it is important

ro " otiate t he accompanied by an explicit specification of measure-

r-, S: ion. The pr in-iry purpose of the data analysis in absolute

*" . ,,- ,' tri,.,tf tests is to develop this specification.

1 '17
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rhe precision of a population parameter estimate calculated from a finite

sample is expressed in terms of a confidence interval and an associated

confidence level. A confidence interval is a range of values about a measured

parameter estimate within which the "true" (population) value of the parameter
can be expected to be, with a stated confidence (in percent). The end points

, of a confidence interval are called confidence limits. These limits may be

expressed either in absolute terms (e.g., ±1.0 min) or in relative terms (e.g.,

hif-length of the confidence interval divided by the estimate).

'cnf idence level is defined in Section 6.1 as a numerical value, typically

e:TressA -s a percentage, that defines the likelihood that a confidence

Snter'val calculated from the sample data will contain the true value of the

esn m.ated parameter. If, for example, a 95 percent confidence level is

.....ied, confidence intervals calculated from individual samples will contain

-.. "true" oarameter value in about 95 out of 100 samples. Figure 45

ilst-'tes a set of 20 (hypothetical) calculated confidence intervals,

0 > :ercent confidence assumed, with one interval that does not include the true

~~M -~~man.

., enod f:cr calculating 90 and 95 percent confidence intervals for digital

in n:cation system parameters are described in detail in the report by Miles

These or equivalent methods should be used in calculating confidence

',D- all absolute performance characterization tests that are

-. ted on electronic surveillance systems following the test approach

1_ .DD-r. tnis report.

oth<-stesting is testing from which the validity of a particular

it-i hyothesis. is examined and ultimately accepted or rejected. A

ot s ''ai hypothesis is an assumption about the distribution of a population,

in terms of specified values for one or more population parameters.

.hypothesis testing is described here in which a performance value

;--s,---fs ,inder a single factor combination is compared with a previously

nv pothetical value to determine if a "significant" difference

:i .h' d-csion to arept or reject a hypothesis normally is made with
. .. int.', .<nee the parameter estimate based on a finite sample can

% '

. '.. .... >.-;: triditionally is called the null hypothesis, because
. . ,, .. pnth, : implies th'it no difference exists between the

."-
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,1 ,iate, sometimes substantially, from the true parameter value. The

uncertainty of a hypothesis test is expressed by its significance level, a,

N. which is the probability of rejecting the tested hypothesis when, in fact, it

is true.1
3

The hypothesis to be tested and a desired significance level must be

specified during test design. The data extraction and data reduction processes

produce an estimate of the measured parameter. With these inputs, an analysis

to test the hypothesis that a specified value equals the true population mean

_-". is accomplished as follows:

1 . Calculate a confidence interval from the measured data following

the methods that have been described above. If the null hypothe-
sis is true, the calculated confidence interval will include the

specified value with probability equal to (1 - a).

N, I. "- e the specified value with the confidence interval. If the

.s2ified value lies within the confidence interval, the null

hvpothesis can he accepted with a significance level (probability
"f error) equ l to a. If the specified value lies outside the

ronfidence interval, the null hypothesis is rejected.

3,.me niycothesis tests, the purpose may be to determine if the actual

is equal to or better than (rather than exactly equal to) a

vnlue. The approach described above can be applied to such tests by

-~ f of the significance level. The resultant value expresses the

-- that measured value lies within that part of the confidence

.... represents performance equal to or better than the specified

....... ..... ..:.. approach can be used to test a negative hypothesis (actual
- Is iot as good as a specified value).

..- i V!,pothesis tests, it may be necessary to consider another type of

S."rr' ---. , r.), acfcepting a stated hypothesis when it actually is false."'

,*- f *sih an error is determined by three variables:

-io-nifici-e level, c, of the test

O,, . i[.: t r-r, between the h':potheti aI and "true" vaues.

S..v..thii t3s....' a i error.

ri,'. "[': . : :f a"?'eorwn . .. filio ta .ej}-t'_, a f ls, hypothesis is called a

*,. The ,rebat Iity of a type I -rror 'o.mmnmy is reo;resntd by

.P'* *,0 .0 .- P' W. -J* -.. -. , .

PN11? ~ ~~~~ ~~~~ 1V01 .%%8 .. %,..
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So-ecific relationships between these variables may be determined using "power

• c.rves," such as the operating-characteristic curves described in the manual by

.rcw, Davis, and Maxfield (1960).

Ar;ai _,s of factor effects tests are tests conducted using several factor

y..ona2r. tins, and the results are compared in the analysis to identify and

0,.t;y postulated factor effects. The analysis typically consists of two

.: analvsis of variance or an equivalent category of data

.:X._ysis to idertify the significant factor effects and

.'ida performance comparisons to examine and quantify such

" of varin ,e is a statistical technique by which the observed

--* " . sample i. separated into several components, each of which

-.. . iabiitiv ittributable to a particular factor. The variance

, :- each factor is compared with a residual variance, attributed to

-; .. .~r, and the factor effect is deemed significant (at a particular

".- 1, ) f the variances differ more than predicted by the

satistia. T.e procedure is described in the Statistics Manual

,i n,l .. ..axfi . , 1960).

;a r a r,.e is recommended for use in evaluating the effects of

on -.11 time and rate parameters specified in this approach

0,-o surveillance systems using the SLF. An equivalent

s nalysis that uses the X2 (chi-squared) statistic should be

f, . of failure probabilities. This analysis procedure also

the Statistics Manual. Formulas for calculating the X2 and F

ril, .. in the application of statistical analysis techniques

-. -- < ,'n systems by Miles (1984).

s of variance (or an equivalent category of data analysis)

-n stilt' factor has no significant effect on performance,

-". -'els of the factor may he combined. This combining

. - *.. frr.an specification by eliminating unnecessary

.. . ............. Wen significant factor effects are identified,

V . - - - 'iso3 norn7allv are un',!rtaken to examine those

NP: :y serve two cojectiV's:

* .P J- 
. ' %



,.) simplify the specification as described above by identifying
particular levels of a performance factor that need not be
distinguished and

t) provide a basis for defining quantitative relationships
between factor levels and performance values.

.frm.an~e data for different factor levels may be combined whenever one

m,,sured value lies within the confidence interval of another.

Th st !irect way to summarize quantitative relationships between factor

., in ..ierformance values is simply to list the calculated values (sample

.. n: ,nfid+noe limits for each level. These data also may be graphed in

,.i 3 to present possible models of relationship.

......... .ar'- three alditional, more formal data analysis and presentation

. ,.K2> m~be used to provide more detailed information about a measured

meth7Us are:

'"h. I 'eskntition of frequency distributions

*........r -i i sis .

, ".. ,,ods 2iply, respectively, to the three general types of

S.. t '.' ithat w- h'ove been discussing.

.. .,2s. taVt.ns of frequency distributions include diagrams such

-, -,, i s *n' oumulative distributions. Control charts are graphical

':. f syseati variations in a monitored process. Regression

-. .t,mvtioal method for expressing relationships between random

. ",.. prfrnane factors and parameters. Each of these techniques

, in the references for statistical methods that have been cited

4  
- EN MTHOC FOR TYPICAL ELECTRONIC SURVEILLANCE SYSTEMS

.* .t r-sasnts a structured approach to the description of system

- ... • .. vi. 1. th. structured approach in Section 5 to two typical

. '''.<'s leads to the definitions of 11 measures of

S,- . . -' , 7, .- ,. relate to 3 primary functions and I secondary

S..i .ance syste ms. (The structured approach applied

. .. ,follow the process, but other functions

. z.. : , ,,fornance would be defined.) The performance

O,

% J
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i": that eneoasses a four-phase testing process is define,:,- .%

5t.' .~- . ,ow, in Se_'-ion 7 specific measurement methcs are discussed for
.:-..

2' ,Dr'on;, surveillance systems using the SLF and other testing

• ::)'tics of the ;Iee2romagnetic Environment Test Facility. First, an

. ,,etailed Test Plan for electronic surveillance systems is

-.... .T.-,, sci" test modes (SLF tests, computer simulation, bench

t -:ts, et.) and the interrelationships of these various

i'.' .tlne for a Detailed Tost Plan

'." ., 4 ions that define the life cycle (development,

.. .. ,', ",- -; use' of Army C-E equipments and systems identify a
e, D.,velop,"l,.. Tests at various phases of develop-

.4' .

rjs ph.ases of development, First Article Tests,
• . '. _ -A before the eqtipment/system can be certified for

i-. .:perjtionil is,. The Detailed Test Plan (DTP)

1 . Tnhle 9 is intendfd for general appliability;

* .. '" -.s -D to tiler, slightly, this outline befo:re using

--an for a particular type/phase test. It will

I . 'st o m out'.ine covers SLF tests, bench tests (in

.:.'or the antenna test range), computer simulation

,' d luritn bench tests:, and Field Facility tests,
. . ",t riehk- )fts the system, subsystem, or compon-

S:. -oitline for The Detailed Test Plan is presented

."st :ode Interrelationships

-. " ' '. * "< .ise of user-oriented (system indepondent)

-.ta e and describe the performance of sonihisti-

wuld be tested using the SLF. In developing and
....... .' tnese use-oriented performance me-islrernnts,

S ...- tt -,t testing of oIectronic surveiliance systoms

7z , nsor' s teeh! i i I -P rese t. i vo ,'is n,',d ,

,- .. i,,ce with th" metho dol.gy jevooped in this report

%-;, : *. - ...... te t -t-at 1,;' involve? the m,,- .re ,n nf

0 .. *o .40.~ .r j- e.., p % r . , or o

4,

%-k"-_
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7able 8. Detailed Test Plan Outline, (Type/Phase) Test of (Nomenclature of
Test Item)

1. TNTRODUCTION

... 'TAILS JF SLF TESTS

Pretest System -'heck-out

.3tectives
riteria 'Appropriate Regulation)

'. i ta Required

.. t Acqh.s ition Procedure
Analvtical Procedure

.... tior Function
".2'b ?bec t i vo.9

7riteri.- Aopropriate Regulation)

". . iat Reqm Pred
. F>t i A ,piisition Procedure

1 .5 An lyti:ai Procedure

ldpn . r aracterization Function

3tjec ties
.teria 'Appropriate Regulation)

• . ta Required
Data AIcquisition Procedure
Analytical Procedure

... .. . -,etailcation and Location (EIL) Function
. D bjez .ives

.- Criteria (fppropriate Regulation)
," .3 !ata Required

. Data Acquisition Procedure

'.7 Analytical Procedure

.5 Cyste Operability State Function (Secondary)
-]-" .&.' DObjectives

.. r.. riteria (4ppropriate Regulation)

. a a Required

5 .. Data Acquisition Procedure
-- _'.. Analytical Procedure

I[- PiAif' ISTRUM ENTED W'ORKSHOP TESTS (BENCH TESTS)

O* ystr.... -'' ,. , Subsystem, or Component Check-out
-;. . j Ojectives

W .'.7 Zr iteri (Appropriate Regulation)
." '*1 3 Data Required
, .' . Data Aciuisition Procedure
i *2. Arnaly}t irea Procedure

g .



~ver C&'a-tistics Tests

3.. riteria It'propriate Regulation)~
.?3 Data Re(,uiired

-.. i>ta Ac-:u-sition Procedure
<S~ra~vic-aI Procedure

* Axtin3 u~syqt-7 Characterist ics Tests

* . r ~ Appropriate Regulation)

A~ _uisition Procedure
*~~~ * Poedure

~' i~e-Tests

* , rnropriate Regulation)

ition ?roceiure
r ' rocoedure

0 _.LAT ION

StData

Appropriate Regulation)

ion Procedure
-,roce~dures

* * 'r Simulation

A7,)ropriate Regulation)

A - i ui t ion Procedure
M iy~'-'-1Procedures

FL: rA' irY TESTS

T-uSvzstern, and/or Component Check-outs

-i 'A[u-ropriate Regulation)

AmProcedure,

r , u r e
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*P. . . .t, veri'y that a systern is in "normal operating condition"

S..." -:e s'art Df :iny .LF testing.

t--st!'..~ wl ntinue to be an important component of performance

.sting f~: Arm; 2- systems, subsystems, and discrete equipment components.

:. o-. , est two ;.mportant reasons for the importance of bench tests:

"-- L.F stng m'iv produce user-oriented performance results that
r',t te understood without the results of some bench testing.

-i ... s,;s,.-,component performance requirements often will be

.[ -' e ... of engineering-oriented performance parameters

, i '.ive , be measured using bench tests. Many of these

.... ,-o ted parameter values will be required as input
: :, : r ':r, " -  infla' ion.

I -io -a 13o will continue as an important component of

-E systems, subsystems, and discrete equipment

."s, two situations under which computer simulation

I -i-'rIt. These are:

.i is required for adequate evaluation of some
-" the capabilities of the SLF.

.- .. e'-d computer simulation can serve as a good
." w -"de.fining the environment that should be specified

g,.. can be the most realistic evaluation of the

.., -- irtr P'nown and controlled test conditions. However,

to the uncertainties of variations in propagation

.mp -ant, however, is the fact that good field tests can

,'*'' m unt of equipment in addition to the system to be tested,

,' o v- ' 'y long, and the test costs can be very high. Field

,.* " .... ' fo ~~~,hculd be considered as the tests of "last resort."

,- .... shild be considered only when

-tst , nd/or computer simulation fail to answer

St~ a3 .t th 2.estions being asked concerning performance of

.- . e-:ted or

" "L. t>3 " tese otner test/anyss modes are inadejuate
..... ton of system nerformance that is required.

.5
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>.< ,CLUSl2,-"S AN?) R 7.')MMENDATILONS

>ie~.S.A-7y Flectron'.ic Prov ing 3round has exteis ive test ~aai ~e

*.. .. E 1otrc'mag'-etic Environm'ental Test Ficility that areC utI$, t *

:ttT.'e-,L ;?M'4 of '2.S. Department of Defense -Esystems an' taqiporent.

- . .. ~1- sochist 'ated C-E syst ems and equi pment are bei ngdvlpd

t> te st cap--iiiies need to be upgraided substantially to ensure

~~te ti~g s prfomedto assure saitisfactory operation f h

th-it this, testing is pe-'formed as economically ,p--

.............................. Facility is envisione a a ccblt htwl

*, ) te -devel:);men, -)f methodolog7y toC Ut i Ii : e t'it,

tni~t nave been ,?(rIse in performing7 thie study.

n I,,foianea thle b5sis fpr, t-a luit in

:3 1. srv - I i n' sv,31-ms, and ') the dove loprnt of

v t i- I* -I. t on~ rs 1d rs 0 ap -11i t i os t ha t

-1 1; io. -q.; --i i r1 e i f col il, i-h i' s, cuss

.51v 0  c.-,n -i* r.. .i' i) tn .a i~ $which a-e

, ~ ~ ~ -.50 n tif . wor ex~iinplo lie

it.- -i ii e n ns; the identificat icn and

1 omn' ni- ct'r-ited sconarie th. it reali .ti -

1-1 v t he. o , the dev P n, ipd(Iat in, and

.. ~~~ i . r xr -t fi Ics ; and -ip de(t.ermi nation of

r da t. r. . -I (i .. e d'~ fit tei are un

4 ,n,-r

a'V

17 .r ~~te'dt .1 mdfrt' rt~'~ 5
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i 'Lg tKhniques, developed for testing avionics systems on military

r:'ift. USAEPG is planning to purchase an Advanced Tactical Electronic

i W- '.r'e Sir,%ilator that functionally, at least, will become the major portion of

t'-. SZF h an-:CM Threat Simulator. The Central Target Simulator (at NRL) is a

-. re stat-of-the-art laboratory facility (anechoic chamber) that effectively

-',d& s a TEWES. The NRL facility is designed to operate only over the

re;.2.': '' range of 5 to 1B GHz. The USAEPG SLF will require a facility of this

S stant ally expanded capabilities to accommodate the COMM

,n,.' .,, as wl_ as the expanded frequency range of the Non-COMM

.... ......... ... xr. The -xpanded frequency coverage at lower frequencies will

r physi-al expansion of the facility, which may be quite

Sn.e -s some direct or radiated near-field coupling techniques can

• • - a rtriPei-vnted at the lower test frequencies. Techniques for

of rf energy have been developed and are used for testing

...,- > r'tilt ,) avionics systems on military aircraft. These techni-

.................. imer of limitations that will be very difficult to overcome for

, .r exampi", the alignment of one antenna with respect to the

.V ical to obtaining repeatable results. These alignment

S- -:oUP', the development and use of elaborate and expensive

-x 't psitlning of the antenna (surface conforming for the SUT)

* ~' "r-< -'.ble test results. Another important consideration in using

. - tcch".iqies is the translition of test results observed when

2,- V"-4 ' i c)u!ng to system behavior under normal operating conditions

nol would be expected).

j ," -,-a of development requ'red for implementation of the SLF test

" .",:", *(, , t -

• " of t,'e Non-COMM Threat Simulator

- - t.,.,-,mr,,.x of suitable rf energy coupling techniques for the

. , ..rating range of the SLF

-- - '.: r physical enclosure (anechoic chamber),
...[.':. " ':. ..t . ! wo ite7ms ahove, for the SLF

-- . ,,,. nt of the central computer and test control

- .. ..m.; f t~ce test ,ata monitoring subsystem(s)

3Q

%~~ %
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hu.

"-n- 'e.:.ment of interface units for the SUTs, which
•,i.~ in.21u& the source/system and user/system interfaces for
" identifying ind recording interface events in accordance with the
test methodology developed in these studies

-- f u'ther refinemnl of the test methodology that is developed in
tY~ report fol'wing the structured approach that is system

e 'J '_ ,t mesures of functional performance has followed a

.- . problen of defining system functions and selecting

-' .'i: e cerformin,,e of the system. The approach followsr..

- -cj -. onsure tha±t tne selected set of performance param-

.-nt, and easurab o. The parameter development is

•. : . , -io' . f view of the user who produces parameters that are

'erformance r-ther than measures of the causes (of

. .within the system. Such parameters are system

.u- v seful for' soecifying the performance requirements

e :e or designed and for comparing performance among

-;cDponent process involves:

.. terfaces for inputs and outputs

:: nc' ions performed by the system in terms of

'for the primary functions .intended
performance, or nonperfaormance)

. .-. "meters of interest from the matrix of all
I::. .rv 'm..ion and outcome pair possibilities.

- .. r:.-, ,:rters, though system dependent, certainly are

• - . . " .. ntil for identifying and understanding the causes

SV ioi desor'iptions of system performance during

,a:.-. . ~ -'~ .~2 .. . :, bt a oplete? caracterizat ion of perf rmance

-cr"~. in t ion of ' r fuency ard duration of
. "... " '.o ; ,",'" , .r ire dc fined, using

.c, i - ystfom performance

-. of' t o the concept of

.. ",'' t.' to so !v . typos of

4,i:
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systems that include communications systems, navigation/timing systems,

r. emote sensing systems, and electronic surveillance systems.

A z the request of the sponsor, emphasis is given to electronic

surveillance systems in the test methodology development. Two systems,

'0!nsidered typical of EWI systems, are described. One system is the AN/MSQ-103

-"....al-P urose Receiver Set (commonly known as TEAMPACK), which is a ground-

:as,? (s:ra_'II vehicle-seinted) intercept and direction of arrival system for

.i fyi,.g andi locating unfriendly Non-COMM systems. The other system is the

-.:v 2 " Ji""O System, which can include up to three airborne Non-COMM

e7::te identification and location subsystems that are connected to a ground

- a ,;s's subsyatem via wideband data links.

Te .: .Dtu, ed approach to describing system performance parameters from a

.i....:...... v-is applied to the development of performance parameters for

. -ts etiffd above. Source/system and user/system interfaces are

.: , .iilustrated (using functional block diagrams) for each system.

functions, for the general class of electronic surveillance

signal detection, signal characterization, and emitter

S. location are used and the possible outcomes (desired

.. , rect .erfrmance, and nonperformance) are discussed and

-:. function. This process leads to nine primary parameters

'..s that arc defined as the recommended measures of
t ,hese parameters would be-. -_ : ' ... ' .... .' ,...- l<'" th s EWI s/s ems -

... i:., s'urveillance system for which the primary func-

. .. '," si;I characterization, and emitter identification

: -' 3 for using th 2 ;s . systems that would be

-.... ,* !, :.>-, Y' l.asUres of fur ionrmi rnance developed for the

?T ....... . :. ...... ... tth ': i de:;,ri'.<. 'h*s pro.'- "~ inr'!udes:

... . - . rnd steps to h. fllowed In developing a good

" ! methodl ! ,,.,r ,d .... ,cfng interface monitors
-f- ,ev¢rts, p-' .s the events, and record

,. , ,tne d: r qired to determine system

, , .2 , ..... res for ru ing the reference event
, , -, . t', , s fo' the primary and secondary

"' i.'. ;f. ta, s,,i:J . funotional performance)

4,1 %
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-- procedures for analyzing the measured system performance data to

determine (or assure) the statistical significance of the data.

Finally, specific measurement methods are discussed for testing electronic

surveillance systems using the SLF and other testing (and analysis) capabil-

ities of the EMETF. First, an outline for a Detailed Test Plan is presented.

Secondly, the interrelationships of specific test and simulation (analysis)

mo"es are discussed.

Several recommendations, based on the results of this test methodology

,,, loorment, are offered.

*.The structured approach to the development of measures of

functional performance using functions and parameters that are
iser-oriented and system independent offers wide opportunity for
specifying desired system performance in terms that are meaning-
. 0 to users and for comparing system performance results using a
co:mmon basis; we strongly recommend the use of these measures of

2f2t~onal performance for SLF testing.

•* Fu>~er study is needed to understand the relationships between
overall SLF test frequency capabilities, physical size required
for, the enclosure, and methods for coupling rf energy at all test

.'.... _. s .... and evaluate the impact of these factors on continued
SLF development.

f esting is planned that will employ antenna-to-antenna
co -Iing of rf energy in the near field, further study is needed
to extend system performance results observed under these near-
-I,,oed conditions to expected performance under normal operating
,-"ditions (presumed to be far-field conditions).

'o
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APPENDIX A: DEFINITIONS OF TERMS AND ACRONYMS

Tr-r fe'l _f electronic warfare (EW), like many other fields, has produced

':s on . xicon. In addition, the U.S. Departme, t of Defense uses many

* .~r~st~ nth.-ir documents. This appendix is incl. . to assist readers in

I.. ., r:. .. t'.tter the purpose of this report by familiarizing them with

:., ,"---t4 the report. Some of the terms defined are peculiar to EW. while

-r"'r:en a way that is unique to the SLF and this report, e.g.,

previously defined. In all cases, an attempt has been

flnitiors consistent with other documents and as concise as

I.': I ,ss of substance.

Aviailability Function, A(t) - The probability that a system will be in an

. time t, luring the total mission time.

Co' r.,n.Ini ,it.' n9 Systems (COMM) - In addition to the normal definition of this
' " "ing definition shall apply to this report: systems that

-~ - . c.* -CC "Ez.

C C.ini.iatt ns Intelligence (COMINT) - Technical and intelligence information

. -- 'reign c"unicatlons by other than the intended recipients
te Army, 1983).

D,,'-/'I)pment Testing (DT) - Testing of materiel systems conducted by the
. . .....r using the principle of a single, integrated development test
.' *t--:Ate that the design risks have been minimized, that the
-. ... :. ,.nt process is complete, and that the system will meet

_i!r- to estimate the system's military utility when it is
v uv-__pre testing is conducted in factory, laboratory, and

- ... .. vronmnts, (Department of the Army, 1976).

Dreetion Finding (DF) - A procedure for obtaining bearings of radio frequency
a highly directional antenna and a display unit on an

:,v-r or ancillary equipment (GSA, 1986).

Ele; ctromagnetic Environmental Test Facility (EMETF) - A facility operated by

Z& etronic Proving Ground, Fort Huachuca, Arizona, with capabili-
-"." ,mr':'rm i boratory and field measurements, data base development,

4 ,- ,iuate tbe -MC/EMV of U.S. Army C-E systems and equipment.

',-'tr )nii Cotunter-Countermeasures (ECCM) - That division of electronic warfare
"~. .... s- taken to -nsure friendly use of the electromagnetic spectrum

... usof electronic warfare (GSA, 1986).

* I7ctrornic Countermeasures (ECM) - That division of electronic warfare
..... -:- .:, c..-r tcken to prevent or reduce an enemy's effective use of the

-pe(tru GSA, 1986).

I
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Electronic Order of Battle (EOB) - A listing of all the electronic radiating
equipment of a military force giving location, type, function, and other

pertinent data.

Electronic Warfare (EW) - Military action involving the use of electromagnetic
energy to determine, exploit, reduce, or prevent hostile use of the electro-

A, magnetic spectrum and action to retain its effective use by friendly forces
(GSA, i986).

Electronic Warfare and Intelligence (EWI) - Electronic warfare is defined
.. imediatelv above; electronics intelligence is the second definition below.

Electronic Warfare Support Measures (ESH) - That division of electronic warfare
"i;vDlving actions taken under direct control of an operational commander to
searoh for, intercept, identify, and locate sources of radiated electromagnetic
" nergy for the purpose of immediate threat recognition. Thus, electronic
warfare support measures provide a source of information required for immediate
Jo,,-sions involving electronic countermeasures (ECM), electronic

... - ountermeasures (ECCM), avoidance, targeting, and other tactical
-%J torces. Electronic warfare support measures data can be used to

. s intelligence (SIGINT), both communications intelligence (COMINT)
* ;-l'tronis intelligence (ELINT) (GSA, 1986).

F " Electronics Intelligence (ELINT) - Technical and intelligence information
"ron foreign noncommunications electromagnetic radiations emanating

-ran nuclear detonations or radioactive sources (GSA, 1986).

!! ,~Intercept - . To gain possession of communications intended for others without
,- and, ordinarily, without delaying or preventing the trans-

Acqaisition of a transmitted signal with the intent of delaying or
*->-> i'- -?eipt of that signal by the intended user (GSA, 1986).

Measures of Functional Performance (MOFP's) - The set of bounds or parameters
4 iKh 3 system is expected to normally operate. A measure of

re":',,,n> ;s -1 essential element of a test criterion.

Non-Communications Systems (Non-COw) - In addition to the normal definition of
'his word e.g., radar, navigation aids), the following definition shall apply
- this report: systems that operate above 500 MHz.

. Reliability Function, 9(t) - The probability that a system will operate
, he total mission time.

"Signals Intelligence (SIGINT) - 1. A category of intelligence information
S-' -,oruni-oations intelligence (COMINT), electronics intelligence

_'ietrv intelligence; 2. Intelligence information comprising,
., - in comtination, all communications intelligence

. . (ELINT), and foreign instrumentation signals
' .. ,4," . , _,:v +r r :: tt d (GSA, 1986).

..1tress Loading Facility (SLF) - An (envisioned) integrated and automated test
4'e. . . ~ .i a of generating a dense electromagnetic threat test

" -.-g ,,r COMM and Non-COMM systems and equipments, and
. performance parameters of a SUT.

%(
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--.- TURED APP., APPLIED CO THE [)EVhELDP~'l.-N OF
A PAPAMET-E?.S :'C DGITAL CO",MMUNI!CATION S SFE'1,"

t ri45 ns. itut Ai.NSI )approved Amer'ic~~initi
I~nNational Standar-. for informration systems--d'ita

± srv .~s--serorente- performance paramotors" op,
~3). Te purpnost, of the standard is"t i:ls a

asesng, an oamparing the per formcr~o Df J -t -
-3tr ;i esf r om t.. J e int. 3f ,i o f t d Iat a
s st a nia r s -1 s t,,iu- nt Iy wa s aopdtk'c e Iac ,-

*~~ in- '&""~~ on eni-grieeri rig 71 f - d P o rder-
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n r 3 iand the system, t~ nfma n
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mi n 'e- r.ce . All usFer 3~y m
* ±'in prc2 c 'se s--y be do f.~ as

hu-lman or a coptr p~ 1 'on
i l o t *iv a0

e~ n is r , the
-w 3-11int-fa e etwen honhuman

r * 14- or-n -P r :) g rrogra user, the
u n. - i,)"7 u' 1' inte-1face b)etween t.h e opiic-3ion

u 7 irahmn) terminal operitor or an
!7 1'--- '"-3 1in tr-an sf er ring i n f (rm aio to

vo' TvDi (, media usod by terminal
r7 gn, c t -i c- r's, punched paper tan and

rn~d~iu"-~ y aopcation pro - ar
7 ,ib s t h'e:-, these 'i t a mt, f11

';i s tie syst omi-i
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END USERDAAEDUR

System -OPERATOR COMMUNICATION -OPERATOR
Def inition - PROGRAM User Info SYTE User Info *PROGRAM

Start (Typical Function End
Function4
Detinitiorz PERFORMANCE TRIAL

Possible Discrete Outcomes

Outcome SUCCESSFULINORCNW
Definition PERFORMANCE PERFORMANCE PERFORMANCE

(SEE)(ACCURACY (RELIABILITY)

FUNCTIONPERFORMANCE CRITERION
__________ SPEED ACCURACY RELIABILITY

Parameter ACCESS
SeletionSPECI FIC

Selectio PERFORMANCE
USEORTO PARAMETERS:

INFORMATION
TRANSFERPRM Y

DISENGAGEMENT1f0

*>t :tcps -lod in ANS X3.102-1983 to develop performance parameters

r mi~~ *~m~'nic~tin -ystums and qervices (ANSI, 1983).
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* uri~onDefin.Iion. Any descripticri of performance must relate to some
f~vn sthat the system is expected to perform. The second step, then, in

*!t deining performance parameters (and MOFPs) for digital communication systems
-uifirnition of a s-~t of specific communication functions. The Standard

>azhr'-e primary fun-tions " in terms of' reference events) as follows:

ix.cess function describes a user's "access request." An access
:begr.ns wherny signal is applied to the user/system inter-

* tne purpose ofinitiating a digital communication session
~~u~i.~entre first bit of user information is input to the

The -ccess "equest includes dialing, switching, and ringing
7nAi'y -as 3' lated with establishing physical circuits and

irotcoco_ 1-vel activities such as are associated with
X K.?5 virtual iui.

3rmior. t-ar.sfFr function describes user exchanges of
- *~... roug-. tie system. In general, information tran.;fer

~ a~cs-;is completed and ends when the last disengagement
yle, trnformation, transfe r includes all formatting,

I ', 5torage, error control, and media conversion activities
eri: vt of transfer and completion of delivery. Two
'3cltransfer functljrs- are the bit transfer function

~'~~rir~'> rfunction. The bit transfer function provides
- -~t for comparing systems/serv ices that use different

1L1- engths; the block transfer function describes
t,,-) t an information unit that is more re levant to

______ function describes the user's "disengagement
!~ ispngagement request begins when any signal is

iser,'svst? interface for the purpose of terminating a
~~tin :na dgital commuinication Session and ends, for

-3.1,. 41en lisengagement has been requested for that user and
is atl, to) initiate .1 eew -access request. Disengagement

; ca i~cliit disconnection, where required, and higher-
.- *~~~"o ~ temnationi ctivi*ties surch as X.25vita crut

is approp-iaIte.

a i~~ 'v~of those primary communication functions is that
n hi characte'"istic means that successful performance

* -enets t'ht are user-controlled. Using these
irsyst-7, -rfarmance creates aproblem in that

D.- 77 r h ais n~ *-'c--ol over user practices in using the
- :rcmeb:, - xplicitly describing the influence of

--ariretc r V-~~ b-C: y defning separatp "ancillary"
!-It(-, "hiq 4ppendix.

t~irl~ '-ininp. pe-formanc- (aaer an('
"ot'~ o df in P a oo ' of css3i t1e

* t- *'W3~Y ir'&.<3. hr',o gPonera' cate~or~eq of

dF. . . .,
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... Performance. The function is completed within a specified
rmnxt-ilm performance time, and the result or output is exactly as

r.... A familiar example is successful connection to the correct
'i1e pirty in a voi>e telephone call.

Sncorr'eet Performance. The function Is completed within the
speified maximum performance time, but the result or output Is not

1 " i er . A familiar example is connection to a wrong number in a
e h.ne call as a result of a system switching error).

,.e.. .... e. Tht function Is not completed within a specified
x .%x.  -eformar,ce time. A familiar example is the blocking of a

S .'..- -e call attempt by the system (as indicated by a

re , s4gnificant because they correspond with three basic
... DrnS if git3l communication users. Successful performance is

'' '1 .3.. f- s ncern for speed (delay or rate), incorrect perform-
" .- th. ,sers concern for accuracy, and nonperformance is

s.,,)nern fc-' reliability. These general performance
-.s frmework for organizing the primary parameters. The

. r ~ ~ .  nl nonperformance outcome categories are divided,
,. - ,letailed outcomes and a more comprehensive outcome
r -re detailed possible outcomes of a primary function, for

r-*7 i 
-  

-al, are:

P r'f rmin.. The expected result/output occurs and is
.. l-r_-. n and content.

r- .. -kf expected result/output occurs at the correct
- "-'t in content.

" ". . T- xpected result/output occurs at an incorrect

, .. :' r. An inexected result/output occurs in addition to that

n ,' erfor mance. The expected result/output does not occur
A .::.:2 -- ,r :i,.ir :erformance time either as a result of the system

V9. : Ci ' iisy) signal or due to excessive delay by the

Li r rrmA e. The expected result/output does not occur
.' formance time either as a result. of the user

",;: signal or due to excessive delay by the

.. ,; ie Standlard for each of the primary functions

%. .space matrix shown in Figure B-2. Note that
,. snsar and are not defined for the access and
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... .am . Selection. The final step in defining performance parameters
3 for digital communication systems is to select and define a minimum

•' :3 f parameters to describe performance relative to each function and
As noted earlier, this process results in primary (user dependent)

-",?ters and ancillary parameters that express the user's contribution(s) to
orve delays. In performing this step, the Standard defines 21 parameters

Iwhi" ' are primary parameters and 4 are ancillary parameters. Each of
. ra. reters is defined in mathematical form in the Standard (ANSI, 1983)
" ser .eference Manual (Seitz and Grubb, 1983) for the Standard. Of the

_rv parameters, 4 relate to the access function, 11 relate to the
. transfer function, and 2 relate to the disengagement function. The

listed below and summarized in Figure B-3, organized by function
- .., rn'-riterion and by function and performance parameter. type for

Primary Parameters

'- A yess Time

* ir. ',, Access Probability
" -ss 2enial Probability

. >s ut e Probability
* -2Errr' Probability
- .:- Misdelivery Probability

* ;xtra Bit Probability
. :2. .oss Probability

. -.L, Transfer Time
*. 2.eK Error Probability
'I. I Misdelivery Probability

: .xtra Plock Probability
" ! [cc Loss Probability
, '3,r information Bit Transfer Rate

ransfer Denial Probability
i '' . t s, ngagenent Time

, isengagement Denial Probability

Ancillary Parameters

''ser Fraction of Access Time
-. r Fraction of Klock Transfer Time

- sr Frartion of Input/Output Time
.rtion of Disengagement Time

.. . secondary (or availability) parameters, so termed to emphasize

it they "re defined on the basis of measured primary parameter
'than on the basis of direct observations of interface events,
Y related to the Standard have been defined in a paper by Seitz

h ese parameters provide a macroscopic, long-term
-'"-etien in terms traditionally associated with the concept of
"-.i". ,. 3e ondary performance parameters are:

'J ' ete'en Outages. The average value of elapsed time

r, in g and next leaving the Operational Service state
- - -n-)wn a.s the mean time between failure, MTBF).

r'~
1 ,A

** * -**" ~~/



PERFORMANCE CRITERION PERFORMANCE
FUNCTION TIME

SPEED ACCU RACY RELIABILITY ALLOCATION

ACCESS DENIAL / / /
INCORRECT ACCESS PROBABILITY USER FRACTION

ACCESS ACCESS TIME OF ACCESSPROBABILITY ACCESS OUTAGE TIME
__________________________PROBABILITY

BIT ERROR PROBABILITY

B IT MISOELIVERY PROBABILITY BIT LOSS
PROBABILITY

BLOCK TRANSFER EXTRA BIT PROBABILITY USER FRACTION
USER TIME BOKERRPOAITYOF BLOCK

INORATONBLCKERORPRBAILTYBLOCK LOSS TRANSFER TIME
T9AN' FER BLOCK MISODELIVERY PROBAB:LITY PROBABILITY

EXTRA BLOCK PROBABILITY

uSER INFORMATIGN USER FRACTION
BIT TPRANSFER TRANSFER DENIAL PROBABILITY OF INPUT/OUTPUT

RATE TIME

'USER FRACTION OF'
G C .S ME NT '' EN G AG E VNr DISENGAGEMENT DENIAL PROBABILITY DISENGAGEMENT

IVE TIME

Legend.
Li function and performance criterion.Prnryjamlm

Ancillary Parameters

PERFORMANCE PARAMETER TYPE

t J~TC DELAY RATE FAILURE
IF COMPLETED) (IF COMPLETED) PROBABILITY

*ACC F TYE - INCORRECT ACCESS
AXF , !0%*~ F~~ OF CT ACCESS OUTAUE

AL KCS 71ME - ACCESS DENIAL

- BIT ERROR
*BIT MISOELIVERY

*BLOCK' TRANSFER TIME *EXTRA BIT
I~l Js* SFRACT )N GEF BJT [.'S

* IN~MATICN ~ TPAXFRTM USER INFORMATION *BLOCK LPH~OR~~RANS~~~FFE TIMEFUKO BIT TRANSFER RATE*BLCMiCIVY

r OLUIIT TiME *EXTRA BLOCK
*BLOCK IIDL S1- * TRANSFtR DENIAL

SENT * US FPAQ_!PPN CF *DISENGAO)EMEINT

flGu. 14 N T IM E DENIAL.

hj~z~i. f, uncdon and performance parameter type.

............................................
% % % % -

-, L N-
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.utage Duration. The average value of elapsed time between entering
and next leaving the Outage state (sometimes known as the mean time
to repair, MTTR).

Dutage Probability. The ratio of total message transfer attempts
resulting in the Outage state to total message transfer attempts
ineluded in the measurement sample.

, secondary parameters as used to define the concepts of availability and
';vailabiLity are illustrated in Figure B-4.

'.:h aaditlonaI definition and explanation of the Standard are given in the
. e..n.s that have been cited and material referenced in those documents.

.- : ,tional source of considerable use in applying the Standard to system
Le ... rma,, measurements is a report that defines and describes measurement

- ;§' ",use-oriented performance evaluation (ANSI, 1986).
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,'_ ?.Y;C A N: 'tE OUTz:. OF A DETAILED TEST PLAN FOR (TYPE/PHASE) TEST OF

-NDMENCLATURE TEST ITEM)

"a:.

-with the ise of subsections as appropriate, will present

N the .velci-nt of the equipment/system, a brief description of

n, .t S: t stM, -,ear statement(s) of test objective(s), and a

-. hscoe " the test.

-. , , *' t ,.. of subsections, wi..l, define and describe the tests
.. ". n: , using the SLF to create the desired test

. "'i'duce and colie t tne interface events that must be
- ......... eduction ..n nliysis (as described in Section 6)

_• . , . r~ -iccordance with the user-oriented functions and

- ' thTha;e teen selected for use in the test. Such
'-." , . :..:' .ct-.r"  ",' ~ s/st em W~lep e lt.

.. o ., r,.ine? that the system to be tested is complete and in

n.dttio n ani that any required support equipment is

. , .... -rma oper'ating condition prior to start of the

•,- ... , Regulation)

tsted shlli ne complete and in normal operating

3'tart of the test( s) .

-t required for tne system to be tested shall

S. L. ., .. mlete, and in normal operating condition prior

:i r,-;" 'ies e-x istenit for the- system to be tested

-.- ! - -,. r.i~es xt{-<. , r eure.u , d support equipmnent

O.
-a

w.' -[~~~ ~~~ -. :, :tt n< nv phvstia.! damage existent for

a-.

theL, suporr re upprt e( quipe fo

% f o pv ii1 daaorexiste nt for

-p

.1,

W : ;te . a~~e r ofr~dai l



2.1.4 Data Acquisition Procedure

N' The test officer and other technical and maintenance personnel, as required.
will conduct the pretest system check-out. This check-out will include:

-. a. Unpack and inventory the system to be tested and all required
support equipment and compare the contents with packing list to

determine if any discrepancies exist.

b. Inspect the system to be tested and all required support

equipment evidence of physical damage.

c. Perf.Drm a pretest operational performance verification check on
the system to be tested and all required support equipment, as, 2propriate.

'. Adjust and/or repair each discrepant condition, if possible.

.ocorl all discrepant conditions, including those removed by

.f. vljuistment and/or ,epair as well as those not removed.

" An~ilvtical Procedure

" .! ill be used to assist the test officer in determining if the system
. t> Ze~t and all required support equipment are complete, undamaged, in

--,a, ndlition, and ready for testing.

, e'eion Function

",- Tr b.tiVe(s) of detection function testing must be defined in a short,
ear statement.

. ?.2 -?Zriteria (Appropriate Regulation)

'- T.< cri criteria for successful detection function outcomes must be defined along
"4, te the basis for the criteria. At least two criteria are applicable to each

w.st; these criteria are the time for successful detection for each trial which
Si the basis for calculating the detection rate, and the percentage of

, -- esful (trial) detections that are required for a successful performance
!'.5'  ' i

Dt- Required

. -. t,'w start time f:or each detection attempt

r. .e function stoo time for each successful detection

t. t .*t.I nuner of detection opportunities (trials)

the t; t.i number of successful detections

160
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. . ' number incorrect detections

.............. t t ,, ,,-"inber ,' nondetections.

A a 3 ;istor' 71rcedure

,irel using tne SLF and interface monitors as described in

• . . r',~e ' ind analyzed as described in Sections 6.3 and 6.4.
., :.. ., -, that will be calculated include:

'  ,r each trial)

- , r time (calculated for each performance period
,,- -- 'itor combination of the test)

•. .probability (calculated for each factor

test)

. n ility (calculatedI for each factor combination

.:r: ?r. Function

... haracterization function testing must be defined in

_iegulation)

.. ,signal characterization function outcomes must be
" for the criteria. Several criteria that apply

, .s......ful signal characterization for each trial

0 . .' 2 ~, t -ance in measuring signal frequency (may be
", W carrier)

V - .... e in measuring PW, if carrier is pulsed

.- "'n'e- in measuring PRF/PRI, if carrier is

., ueeossfl signal characterizations that, are
,,ssf perk'Varmance period.

V2.
%..%



. . ata Required

a. tne start time for each signal characterization attempt

b. the function stop time for each successful signal
characterization

c. tne total number of signal characterization opportunities
1usually not the total number of trials, because signal
characterizations are attempted only when the detection function
outcome has been successful)

Si. tx total number of successful signal characterizations

.tA.e total number of incorrect signal characterizations

f. the total number of signal noncharacterizations.

--at A?quisition Procedure

.9 I lra wIL ne acquired using the SLF and interface monitors as described in

I 'nlttical Procedures

.' ta *1l be reduced arnd analyzed as described in Sections 6.3 and 6.4.

,2-' r" Ttt " va..ues that will be calculated include:

a' haracterization time (for each trial)

.g signal oharacterization time (this parameter may be
'ul itel for each performance period and/or for each factor

•a r n of the test)

. .-c.'rect signal characterization probability (this parameter
ho. calculated for each factor combination of the test)

. sna' noncharacterization probability (this parameter would be
caicilated fo- each factor combination of the test).

K.ciA 0 " identification and Location (EIL) Function

,D b vet !s)

, .of F- function testing must be defined in a short, clear

-' '. -. '-:.... - -pq r i ite ' eguiation)

,%,.

.,"7ccessfu L function outcomes must be defined along with
,,,ri - " ter"*-i. Several criteria that apply include:
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7

i7 e for successful emitter identification and location for
trial

t. th ti'wable tolerance in measuring a line of bearing

.. L "owable tolerance in elliptical error probability when
..x, 3 sting a position from two or more lines of bearing that

•., ,-_n measured from different locations

ntage f successful EIL trials that are required for a

.;~per'fo-"cance period.

- :. e tie finction of primary interest, since successful
- - '" :: .: 1t'n-- fun,-- 1,n is dependent upon successful completion of the

.... .... each EIL attempt

-- i 'time for each successful FIL

* ..... t K t nux-' of successful opportunities (usually not the
-. tber of trials nor the total number of successful signal

'r :ati-s, because the EIL function is attempted only

-!P. the s igi a haracterization function outcome has been

. i, nul.' of successful 71. functions

. m f incorrect EIL functions

" . tt "i ;:. f ElL function nonperformances.
. ,. " -'.: ;si inn Procedure

: ._ -tA, c ._ioquired using the SLF and interface monitors as described in

S.. . . t ' Proced,-'.I o

, redti"o n analyzed as described in Sections 6.3 and 6.4.
...-. . s thit will be calculated include:

.'Vi i iat, ion an.1 location time (for each trial)

O *... . , this parameter may be calculated for each
" 

. : m r and/or for each factor combination of the

1") i ,tlity (this parai, P r would he calculated for

S,. t )," -': <,:,n ion of the test)

%p 46. V, %- P -9. '
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it.:

'. E! ' r..nperf.!r:ance probability (this parameter would be

calculated for each factor combination of the test).

?-.5 System 4perability State Function (Secondary)

S?.5. ojective(s)

e.':vie~ls' fcr t.e system operability function must be defined in a
.ijr . -, l,.r s tat ement.

- . ,Triteri± 'Appr'priite Regulation)

-r te sys*,-m to be in an "Available" (operational) state and the
in, ,ir.-tion of "Unavailable" (nonoperatlonal) states must

m ~ ~ i I~~ "It t)33ais for the criteria:

,e. si. e -ssfu function outcomes in order for the trial

- su'- essful trial outcomes that are required for
.-,,- s-ful Pe-f- man-e period

0. 'tto total test time that the system must be in an
$..] :y _,r tiJn~l stite ,-Available)

,, r'iremet for minimum time that the system must be in an
-." .tng state between failures

: "2i~'9'5, ,t fr maximum time that the system may be In a
7-p-ratin, state (failed).

S - "re-ji-ed fo- the (secondary) system operability state function are
'- ord;:sati required for the primary functions. Those data are:

,.7;tzirt time f )," the test

S. tr time that ech performance period starts (if different from
t.'-- t:st start time for the first performance period or the end
' t'~ ~ ~ recel ing performance periol for subsequent performance

per Is
p.

, ., e~t imn ei-ct per formance period Pnds

th=t the test ends (if different from the end of the
-' .. riod of the test)

--'e P or e:i'h function attempted

'"i* tm, , f r each trial

.%%

:. ,-,- ,t" ) ,- D~ O.3rh performance period

1
-*-'.**.--.-6.**
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>. tne total nimber of trials during each performance period
tne total number of successful trials during each performa

period

the total number of performance periods during the test

--r. t~_l number of successful performance periods during the
p...- test.

'. t. A quisition Procedure

-,ta .I4i be acquired to describe the primary function outcomes using
iai inter'face monitors as descrited in Section 6.2. Additional

IX:, iD ! ising the primary data and the results of primary function

r a required to letermine the system operability state.
! ~ ~ .-. a, 't 1c P r oce d u,-ts

" "~,- ria, analyzed as described in Sections 6.3 and 6.4. As
.'..i, t. . 

'tei to calculate the secondary parameters are primary-
-' . . It 1 pr'im~ry-function outcome data. The secondary-parameter

wiI be cal ui ted include:

,'-" . t't '- lost tirr ,

:,. ," ,aose- time fr each successful performance period

,.~ t?, a eapsed time for all successful performance periods

I c-,A- time~ f~-r ea-,h failed performance period

1,1.. ,-'jate -lapsed time for failed performance periods

.v. bii-ty, as te ratio of aggregate successful performance

_ire to total test time

.i. average 3yste.m operating time between failures

"ave-rage, sst.-lr failure time.

. _._._.' ,F [ 'JMNTFt WORKSHOP TESTS (BENCH TESTS)

. . withi thie ise of subsections, will define and describe the bench
- -, 1 pe rq~" e~uir'd to verify most system and component specifications

t -fine required per'formance in terms of system specific
... r rwraeters. .3ench tests to determine values for

,e. parameters often will help the test officer
,-.......- . - -orinte (system independent) performance results.

.. . *, nee S ry to perform bench tests to obtain
," .. , . ...r , :-'rmane data that are required to describe system

,. . ,, ,- ations are to be conducted. These bench tests
of tests that begin with the PretestS

% 04'Xs 01tm,



-tsystem, or Component Check-out and span all the tests required to be
performed, numbered 3.1 through 3.N (where N = the maximum number required).
,. vy often these bench tests will include Receiver Characteristics Tests

.2,,, Antenna Characteristics Tests (3.3), and System Characteristics Tests
lt14), but other tests may be identified as required.

-.IPretest System, Subsystem, or Component Check-out

3.1.i Db2ective(s)

T.-, "ectives are to determine that the system, subsystem, or component to be
--" stel is complete and in normal operating condition and that any required

• : ort equipment is available, complete, and in normal operating condition
,.rior t- start of the test(s).

".'.C riteria (Appropriate Regulation)

i. The system, subsystem, or component to be tested shall be
complete and in normal operating condition prior to start of the
test( s".

S. An,, support equipment required for the system, subsystem, or
coMponent to be tested shall be available, complpts, and in
normal operating condition prior to start of the ts- (s).

Da ta Required

i. record of discrepancies existent for the system, subsystem, or
component to be tested

:.,onj of discrepancies existent for required support equipment

... the system, subsystem, or component to be tested

.iotographie documentation of any physical damage existent for
the system, subsystem, or component to be tested and/or the
support equipment required for the system, subsystem, or

,comoonent to be tested

S. record of all pretest adjustments and repairs performed and all
*D oer fomance checks not met.

S.. D _iti Acquisition Procedure

., .... offi-e .and othr technical and maintenance personnel, as required,

, ?'ncuct the pretest system, subsystem, or component check-out. This
,, :-;tw '_ include:

*0'; a.. :' < and inventory the system, subsystem, or component to be

h,,t,,A and all required support equipment and compare the
,en..nts witn packing list to determine if any discrepancies
e× j ct.
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',. ir,e2t the s'steon, subsystem, or component to be tested and all
required support equipment for evidence of physical damage.

e. 7erform a pretest operational performance verification check on
the system, subsystem, or component to be tested and all required
s;- a.ort equipment, as appropriate.

2. A4 tust and/or repair each discrepant condition, if possible.

e. . ru' all discrepant conditions, including those removed by

i,4!istment and/or repair as well as those not removed.

-. .: in[tic'ai Procedure3

7 - '1 e used to issist the test officer in determining if the system,
,,:i-_ y. 'm, :r ?ormponent to be tested and all required support equipment are

,;rnoged, in coerating condition, and ready for testing.

____ ',_e_ Characteristtis Tests

I ... ,tive's)

"Is' of receiver characteristics testing must be defined in one or

-3 .,clear statement(s). Different objectives may be necessary for
:e : r~ !'3 teristics tests of the receiver.

..".. riteri. ,Appropriate Regulation)

, "er' for perform.ance of the receiver(s) relative to each of the
.',e- ttcs that s tosted must be defined along with the basis for each

' required to define characteristics of a receiver are defined by

.-:-. * (Department of Defense, 1963 and 1965) and include the items
tb ?Iw, as applicable. Items that are important to the characterization

' n -rrlar electronLc surveillance system receiver may not be included in

- and should be added, such as items k, 1, and m.

-i. t.-e ty.pes of signals (modulations) to which the receiver will

. :.-itivity as a fwinction of frequency for each of the types of

Ti1'O-a'5 to whlch the receiver is intended to respond

. eetivity a- o function of frequency for each of the types of
st~no~s to which the receiver is intended to respond

-. sirl-ous responses

" *. overall sliscePtihility at spurious response frequencies
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f. intermodulation characteristics

g. pulse desensitization

h. CW desensitization and adjacent signal interference, as
appropriate

i. dynamic range

J oscillator radiation test

K. signal detection bandwidth

1. sweep time for frequency tuning

M. resolution and accuracy in measuring the carrier frequency of a
received signal (for each type of signal to which the receiver is

intended to respond) when operated in the discrete tuning and
-.- scanning modes, as appropriate.

3.?.4 Data Acquisition Procedure

* Tne date will be acquired using the Instrumented Workshop in accordance with
tie. measurement setups and procedures outlined in MIL-STD-449C (Department of

7efense, 1963 and 1965).

3.2.5 Analytical Procedures

_e d-lti vill be reduced, analyzed, and presented in formats consistent with

h instructions for presentation of the data given in MIL-STD-449C.

"tenna Subsystem Characteristics Tests

! 3. 3 1bje.:tive(s)

The objective(s) of antenna performance testing must be defined in one or more
-":rt, clear statement(s). Different objectives may be necessary for different
cm iaracteristics tests of the antenna subsystem.

3.3.2 Criteria (Appropriate Regulation)

.Ue .criteria for performance of the antenna subsystem relative to each of the

characteristics that is tested must be defined along with the basis for each

. .3 Data Required

.i normally required to define characteristics of a surface-based antenna are

-lefined by 'IIL-STD-449C (Department of Defense, 1963 and 1965). Data normally
required to define characteristics of an airborne antenna are defined in
'11IL-A-37136 (U.S. Air Force, 1979). Measurements of the properties that

charazterize antennas also are comprehensively defined in the IEEE Test
*Procedure for Antennas, Number 149 (1965). Items that are important to the
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'2~,'&vt~nof ar antenna subsystem for a particular electronic
-3 ,rvc-1La~ system may n,)'.e included in these standards and should be added,

is ~ Items that r, r~aly are important to defining the characteristics

Ei 9n\vronmental conditions that affect antenna performance

-.'ic att, rns as a function of space coordinates and
~'~en~ tht 'epresent amplitude, phase, and polarization
;~e: ~sof t' i ntenna

................... n. nd directivity of the antenna as a function

-n firn:.nny of the antenna as a function of frequency

-miA.il impedance characteristics of the antenna as a
n r' ec

)~ r f the antenna as a function of frequency.

A_,s 4 t ion FProcedure

I 41 )e '1,qired using the Instrumented Workshop and the antenna test
4a ith the measurement setups and procedures outlined in

cT ea-tmrnt. -)C Defense, 1963 an 95,MIL-A-87136 (U.S. Air
*an;4/or the IEEF:- Test Procedure for Antennas (1965), as

7*, reda-d, analyzed, and presented in formats consistent with
is for, p'sentation of the data given in MIL-STD-449C,

:,th'- 7-:E rest Procedure for Antennas, as appropriate.

* ~~~ n,____ ihracteristiC5 Tests

* . t~ve 3)

7 .c e~s~of riny system performance testing that may be required, to
* ;.> ~ lFnd /or Fi Idacility testing and/or Computer Simulation, must

ir ono_ or more short, clear statement(s). Different objectives may
',)r dIifferrent (,haracteristics tests of the electronic surveillance

-j ;stemchar-ioteristics tests will not be routinely performed, but
r-a-,uired to understand performance that cannot be understool
. 7i~ nd/or Field Facility testing as deemed n,2cessary and/or

-it ion "

7 ~ <ri-i(Appropriate Regulation)

:niter'i i fo-r pe~rformaince of the system relative to each of the
~ - ~seleted'or IWS testing must be defined very care-

fully, -ilnnr4itn tlhre bainls for each criterion, so as to provide sharp focus to
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'314.3 Data Required

Data required to define system characteristics (engineering-oriented
specifications) normally will be system specific, i.e., different sets of data
for different systems. It will not be normal procedure to perform system
characteristics tests of this type, tut such tests may be necessary under

unusual situations to understand performance that has been observed for the
user-oriented tests. The types of data that may be of interest for electronic
surveillance systems include the following:

a. system accuracy in measuring carrier frequency and modulation

characteristics, e.g., pulse width, pulse repetition frequency,
or, pulse repetition interval, etc.

t* earing accuracy

e'lliptical error accuracy (intersections of multiple bearings

from multiple locations

i. signal processing times

,-" - signal sorting capabilities

f. system clock accuracies

g. speed in recording and/or printing output information

h. solf-calibration capabilities

self-test capabilities

- data link capabilities.

.. at;a Acquisition Procedure

..: rl-ta will be acquired using the Instrumented Workshop and other "bench
':st"~ testing capabilities as may be required and appropriate. Data acquisi-

. tion will be in accordance with measurement setups and procedures outlined in
mzn-propriate and applicable standards and good engineering practices.

Analytical Procedures

V- Tne 13t3 will be reduced, analyzed, and presented in formats consistent with
'-- instructions for presentation of the data given in appropriate and
il standards and in accordance with good engineering practices.

.~6 [.L3 'I'F COMPUTER SIMULATION

.- -issetion, with the use of subsections, will define and describe computer
•,ulation that may be required to estimate system performance under normal
.... ating conditions and conditions of intentional and/or unintentional
'nterference. Computer simulation, though it may be much less expensive than
-- ;ut g, usually will require extensive effort to prepare the required input
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S. T ie.± 1at must describe the technical and operational characteristics
o. every ?-E system and item of equipment that will comprise the environment.
Sum.i '!aa to describe the technical characteristics of receivers, transmitters,
!i., a anten na3 mast either be estimated or obtained from measurements performed
S i! . c'nench tests). There also must be criteria and data for evaluating

. perf-ormance of systems, both intended performance and performance in
-r.p unse w interfering signals. Data to describe the operational characteris-

i's~ ')ft enfire'-nment mnust be developed by military scientists through a
at an become very tedious. Furthermore, computer simulation can

.nlv "snapshots" ef system performance in a modeling of the operational
.............. ',r'i t hat may be of interest.

r. input Data

4 t*-

' ":'3 v s tbe rot in preparing the input data for compiter sition
s e Ilea-<Y and concisely stated. Different objectives wi1 1,,

.. trent objectives for the computer simulattrn.

... ....... ,,p opri:ite Regulation)
0

-", e low, in preparing the input data for compiter iJ-
ne on - with the basis for each criterion.

.perrm computer simulation normally include f-trieaI
r of 11 :-E systems and equipments to be included in th,

r a1,- r with sproeci.ication of the operational p!an that is to
-S 0c r i)m e of information, known as the electronic order of

.. .s. af 1 rsdiating and receiving (C-E) equipment of the

L. trY fores that are represented in the scenario

.3. tsncqnlal cara' ristics (e.g., modulation, radiated power,
.:ssion spectrum, receiver bandwidth, receiver sensitivity,

" Vittern, etc.) for each item of C-E equipment that is
* *'.* 2?,5te Jn the s cenario

.-,. ",.ey -f" the s;r.-rario deployment (location of each item of

. ..... ......... .. ,tion of each item of C-E equipment, i.e., all
, ' .... tt.er/receiver pairs that the simulation will

*,-.. . t '; t'e)n Procedure

-quipmnt to be included are developed from
- . :- I 7s
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b. Technical characteristics for C-E equipment to be included are
obtained from bench measurements or estimated (e.g., spectrum
synthesis, receiver passband synthesis, antenna pattern synthesis
and maximum gain calculation, etc.).

c. Scenario deployments and the linking of C-E equipments to
simulate communications during combat situations are developed by

military scientists who study present and future concepts to
develop data that define the deployment of the military units in
expected combat situations.

4.1.5 Analytical Procedures

The procedures used to develop the input data for computer simulation are a
.2. combination of manual and computer assisted (automated) operations. The

*product of these operations is a magnetic tape that is suitable for use with
the analysis "model."

4.2 Execution of the Computer Simulation

A" I.2.1 Objective(s)

* Tie objective(s) to be met in performing the computer simulation (analysis)
must be stated clearly and concisely. The objective(s) usually will pertain to
understanding or verifying some SLF test results or developing an initial
understanding of some very complex problem that may subsequently require SLF
testing.

-.2.2 Criteria (Appropriate Regulation)

The criteria to be met in performing the computer simulation (analysis) must be
•defined along with the basis for each criterion.

4.2.3 Data Required

The computer simulation will produce output data from the "model" that describe
equipment/system performances for each of the equipments/systems that are
represented in the scenario, if desired. These descriptions of performance
will be statistical estimates of equipment/system performance, according to the
"instructions" for output data given by the "model." Typical information may

6 include:

a. calculated estimates of probabilities of correct performance for
equipments/systems of interest or all equipments/systems in the
scenario

b. calculated aggregations of the estimates of probabilities of
correct performance for equipments/systems of interest in the

sc-enario

c. cqlculated estimates of received signal level (RSL) for
individual equipments/systems of interest in the scenario.
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4.

..- Data Acquisition Procedure

The output data for the computer simulation will be presented as printed and/or
? rlte information that is formatted to provide the required information about

3-. ,,naio "snapshot."

4. .5 Analytical Procedures

Tn- :i-ilytical procedures are the assembly of computer subroutines that
-- 1-,rte the "model" which is an implementation of the algorithms developed

-equired analyses of equipment/system performances.

_._.___ FIELD FACILITY TESTS

T-:" ,n, with the use of subsections, will define and describe the tests

a -e conducted ta verify or supplement understanding of system
. ,' c observed during SLF tests and/or from computer simulation. Field

'v tess usually will be the tests of "last resort." That is, field
3 be considered only (1) when other test modes and/or computer

i - -i f ail to answer sufficiently the questions being asked concerning
:.r. r,-- of te system being tested or (2) when it is clear that these other

ly is modes are inadequate to perform the evaluation of system perform-
* n e toat is required. Field facility tests may become very involved and

m-.. - :" n se. Therefore, it always will be important to carefully plan any field

*. t,:> tot ire determined to be necessary, so that only the minimum amount of
iz conducted sufficient to respond to the objectives and criteria of

* rs *Syste.:, Subsystem, and/or Component Check-outs

: . . • bjectes

.. .c. ....vs z are to determine that the system, subsystem, and/or components
be te, as well as the systems, subsystems, and/or components that will

oom:,rise the environment for the test(s) are complete and in normal operating
dondition and that any and all required support equipments are available,

cy v>ete, and in normal operating condition prior to start of the test(s).

S .1 .- ' Criteria 'Appropriate Regulation)

a. The system, subsystem, or component to be tested shall be
comolete and in normal operating condition prior to start of the
teJt (s).

, support equipment required for the system, subsystem, or
1aaronent to be tested shall be available, complete, and in

*,- .'.c~ operating condition prior to start of the test(s).

c. Th-e systems, subsystems, and/or components that will comprise the

environment for the test(s) shall be complete and in normal
operating condition prior to start of the test(s).

173

@-J or r I1



d. Any and all support equipment required for the systems,

subsystems, and/or components that will comprise the environment
for the test(s) shall be available, complete, and in normal
operating condition prior to start of the test(s).

5.1.3 Data Required

a. record of discrepancies existent for the system, subsystem, or

- component to be tested

b. record of discrepancies existent for required support equipment

.for the system, subsystem, or component to be tested

c. photographic documentation of any physical damage existent for

the system, subsystem, or component to be tested and/or the
support equipment required for the system, subsystem, or
component to be tested

d. record of all pretest adjustments and repairs performed and all
performance checks not met for the system to be tested and any
required support equipment

e. record of discrepancies existent for the systems, subsystems,

and/or components that will comprise the environment for the
test(s)

f. record of discrepancies existent for required support equipment
for the systems, subsystems, and/or components that will comprise

the environment for the test(s).

5.1.4 Data Acquisition Procedure

The test officer and other technical and maintenance personnel, as required,
will conduct the pretest system, subsystem, and/or component check-outs. These
check-outs will include:

a. Unpack and inventory the system, subsystem, or component to be
tested and all required support equipment, and compare the
contents with packing list to determine if any discrepancies

. exist.

b. Inspect the system, subsystem, or component to be tested and all
required support equipment for evidence of physical damage.

c. Perform a pretest operational performance verification check on
the system, subsystem, or component to be tested and all required
support equipment, as appropriate.

d. Adjust and/or repair each discrepant condition, if possible.

e. Record all discrepant conditions, including those removed by
adjustment and/or repair as well as those not removed, for the
system, subsystem, or component to be tested.
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f. Unpack and inventory the systems, subsystems, and/or components
that will comprise the environment for the test(s) and all
required support equipment, and compare the contents with packing

lists to determine if any discrepancies exist.

g. Inspect the systems, subsystems, and/or components that will
comprise the environment for the test(s) and all required support
equipment for evidence of physical damage.

h. Perform a pretest operational performance verification check on
each system, subsystem, and/or component that will comprise the
environment for the test(s) and all required support equipment,
as appropriate.

. djust and/or repair each discrepant condition, if possible.

Record all discrepant conditions that remain uncorrected for the

systems, subsystems, and/or components that will comprise the
environment for the test(s).

.. Analytical Procedure

* Tne~.lii wi. be used to assist the test officer in determining if the system,
.Ib svstem, or component to be tested and all associated, required support

~:inmont, as well as all systems, subsystems, and/or components that will
c.' opr'ie tne environment for the test along with all required support
•e:4ui10et, are complete, undamaged, in operating condition, and ready for
testirg.

Execution of the Field Facility Test(s)

-. I Obje-tive(s)

The objective(s) of field facility testing must be defined in one or more
short, clear statement(s). One might wish to measure user-oriented
per formance, however, the implementation of interface monitors in field testing
will be challenging. Or one might wish to measure only some of the many
p ssible engineering-oriented parameters. In other words, different objectives
nay be nece.sary for different emphases in the field facility testing.

' 5.K.) Criteria (Appropriate Regulation)

The criteria to be met in performing the field facility test(s) must be defined

a.along with the basis for each criterion.

5.?.3 Data RequiredO..-

Data -equired to define system performance (engineering-oriented
specifications) normally will be system specific, i.e., different sets of data
fsr different systems. The types of data that may be of interest for
'-Letronic surveillance systems include the following:
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a. system accuracy in measuring carrier frequency and modulation
*: characteristics, e.g., pulse width, pulse repetition frequency.

or pulse repetition interval, etc., in a benign environment as
well as in the operational or stressed environment created by the
many other systems, subsystems, and/or components deployed for
the field test(s)

b. bearing accuracy while operating In a benign environment as well
as in the operational or stressed environment created by the many
other systems, subsystems, and/or components deployed for the
field test(s)

Y c. elliptical error accuracy (intersections of multiple bearings
from multiple locations) while operating in a benign environment
as well as in the operational or stressed environment created by
the many other systems, subsystems, and/or components deployed
for the field test(s)

d. signal processing times while operating in a benign environment
as well as in the operational or stressed environment created by

Sthe many other systems, subsystems, and/or components denloyed
• for the field test(s)

e. signal sorting capabilities while operating in a benign
environment as well as in the operational or stressed environment
created by the many other systems, subsystems, and/or components
deployed for the field test(s)

f. 3peed in recording and/or printing output information while
operating in a benign environment as well as in the operational
or stressed environment created by the many other systems,
subsystems, and/or components deployed for the field test(s)

g. self-calibration capabilities while operating in a benign
environment as well as in the operational or stressed environment
created by the many other systems, subsystems, and/or components

deployed for the field test(s)

h. self-test capabilities while operating in a benign environment as
well as in the operational or stressed environment created by the
many other systems, subsystems, and/or components deployed for
the field test(s)

i. data link capabilities while operating in a benign environment as
well as in the operational or stressed environment created by the

O. many other systems, subsystems, and/or components deployed for
the field test(s).

5.?.4 Data Acquisition Procedure

The data will be acquired using field facility instrumentation that Is

installed and operated in accordance with good engineering practices.
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.~Analytical Procedures

datia will be reduced, analyzed, and presented in formats that allow for
-isy zorpanison with the data taken during other modes of testing (e.g., bench

tetSLE' tests, and/or computer simulation). These formats also will be

ccorsistent with appropriate and applicable standards and good engineering
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